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Abstract

High-intensity discharge (HID) lamps comprise a gas encapsulated in a transparent
vessel, in which a light-emitting discharge arc is established. The lamp operation
necessitates a driver that provides an energy-saving and cost reduction potential
when the frequency of the alternating current is tuned from the commonly used
low frequency range (50 Hz to 400 Hz) to a higher frequency range (20 kHz to
500 kHz).

However, such an operation can result in low frequency luminous fluctuations,
lamp extinction or even destruction. The excitation of acoustic resonances in the
high frequency range are the reason for the instable behaviour. The standing pres-
sure waves induce forces with non-zero time average that arise from the bulk vis-
cosity of the plasma. This so-called acoustic streaming effect generates a super-
imposed fluid flow, which associates the high frequency resonances to the low
frequency flicker.

A stationary, three-dimensional finite element model of the arc tube of an HID
lamp has been developed to investigate the light flicker phenomenon. The multi-
physical model comprises the conservation of mass, momentum, energy as well as
charge and incorporates the acoustic streaming effect to determine its influence on
the fluid velocity, the temperature and the electric field.

Initially, the discharge arc under stable conditions has been simulated. The
results have been compared with complementary, experimental investigations that
measured the light intensity distribution and the electric potential drop. The inclu-
sion of acoustic streaming in the simulation reveals a significant change of the flow
field inside the vessel. The velocity field suffers a phase transition to an asymmet-
rical state at a critical acoustic streaming force. Furthermore, the simulations and
the accompanying experiments show a jump phenomenon and a hysteresis that are
similar to those of a Duffing oscillator with a softening spring. The results of the
model and the experiment are in good accordance.

The model is able to predict at which frequencies light flicker can be expected.
The results enable a considerably better understanding of the flicker phenomenon
in HID lamps and facilitate the development of energy-efficient drivers.
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Chapter 1

Introduction

The quality of life in today’s societies essentially depends on the availability of

artificial light. In the working, living and leisure area, light sources enable an ex-

tensive independence on daytime and season of the year. Currently, approximately

30 to 33 billion electric light sources are daily operated that convert almost 20 %

of the globally generated electric power into light [1–3]. Therefore, a significant

potential exists to lower the energy consumption because already small efficiency

improvements to current technologies result in substantial energy savings. Further-

more, the CO2 emission of 550 million tons per year, that is identical to 70 % of the

pollution of worlds passenger cars, could be reduced, or at least the growth could

be diminished [3].

Beside these ecological factors, the quality of the generated light plays an im-

portant factor. Improvements of the energy efficiency of light sources should not

impair the light quality. The variety of lamp types on the market offers luminaires

for diverse application areas. By taking economical, ecological and qualitative ef-

fects into account, the best suitable light source can be chosen because each lamp

type possesses a competitive advantage.

Visible light of electric lamps is generated by means of different phenomena

that are systematized in Figure 1.1. Argon-tungsten and tungsten halogen lamps

belong to the conventional lamps. In these lamps, a heated tungsten filament ra-

diates incandescent light. When the wire is encapsulated in an argon atmosphere,

higher operating temperatures and, therefore, higher efficiencies are achieved com-

pared to a tungsten wire in an evacuated bulb because the inert gas retards the

evaporation of tungsten [4]. A chemical reaction of iodine or bromine in a tung-

sten halogen lamp reattaches evaporated tungsten back onto the filament. This

1
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Figure 1.1. Classification of incandescent and discharge lamps [3].

enables operation at higher temperatures and leads to luminous efficacies of up to

33 lmW−1 [3]. The luminous efficacy is the ratio of the luminous flux, which is a

measure of the perceived light of the human eye, to the electrical input power. The

luminous efficacy of 33 lmW−1 corresponds to an electrical-to-visible conversion

efficiency of approximately 5 %.

Low-intensity discharge lamps are filled with an inert gas and, additionally,

contain trace elements of sodium and/or mercury. The electric current inside the

glass tube establishes a low-intensity arc that emits ultraviolet (UV) light. The UV

radiation excites the phosphor, that is deposited as a layer on the inner wall of the

tube, and is converted into the visible wavelength range by fluorescence. To ignite

the lamp and limit the electric current during normal operation, a driver is required.

Linear fluorescent lamps reach a maximal luminous efficacy of 104 lmW−1 [3]. Its

diffuse light is widely used for illumination of offices as well as in the retail and

industrial sector [5]. The low-pressure sodium lamp attains a luminous efficacy

of up to 200 lmW−1, which is the highest value of all artificial light sources [3].

The major drawback of these lamps is their poor colour rendering index (CRI)

that is zero or even negative [3]. The CRI of an illuminant measures its ability to

display the true colours of an object. The sun is used as a reference object with

a defined CRI of 100. Hence, the colour of objects illuminated by low-pressure

sodium lamps appears unnatural.

High-intensity discharge (HID) lamps include high-pressure sodium and high-

pressure mercury lamps. These light sources emit visible radiation by energy ex-

changes of excited atomic states in a discharge arc. HID lamps are characterised by

a static pressure inside the lamp that exceeds the ambient pressure during steady-

state operation. The main constituent of the discharge arc distinguishes the sodium
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from the mercury lamp. Additionally, these lamps usually contain metal halides

to improve the light quality. Metal halide lamps are further divided into quartz

metal halide and ceramic metal halide (CMH) lamps dependent on the tube ma-

terial that envelops the discharge arc. The investigations in this work focus on a

CMH type lamp, the Philips MASTERColour CDM-T Elite 35 W/930. The typ-

ical luminous efficacy of CMH lamps with a power under 150 W is 90 lmW−1

to 110 lmW−1, whereas special research lamps show luminous efficacies of up to

150 lmW−1 [6,7]. Compared to low-pressure sodium lamps, the colour appearance

of CMH lamps is sunlike. Hence, these lamps reach a CRI of 95 to 98 [1,6–8].

HID lamps serve as illuminant in many applications. These lamps represent a

considerable fraction of artificial light sources. In 2006, 25 % of the global electric-

lighting energy was converted into light with HID lamps [3]. HID lamps combine

high lumen output levels with high colour qualities. Therefore, these light sources

are perfectly suitable for illumination of large outdoor areas like streets, car parks

and stadiums as well as for indoor applications like industrial spaces, warehouses

and retail spaces. These lamps are preferred for automotive headlight lamps as

well as for television and film production because of the emitted neutral white

light. The replacement of quartz with ceramic wall material allows miniaturisation

of HID lamps down to 20 W and, consequently, enables substitution of halogen

lights used for spot lighting in the retail sector. High power HID lamps, that are

used as UV radiator for curing of ink and plastics or for water purification, are

operated at 35 kW [9].

The main advantage of CMH lamps towards all other artificial light sources is

their sunlike luminance [8]. These lamps can be build in compact size because of

the short discharge arc. The light can easily be focused, which makes them suitable

for optical systems. However, a bulky driver is necessary to ignite and operate the

lamp at stable conditions. The electrical-to-visible conversion efficiency of com-

mercially available lamps ranges from 35 % to 40 % [6]. In laboratory, a conversion

efficiency of over 50 % could be reached with the aid of the arc straightening ef-

fect [7]. Additionally, the efficiency of 91 % to 97 % of the control gear has to be

considered [7,10]. Moreover, these lamps have a long rated lifespan of typically

20000 h [1,8,11] and are qualified for operation under adverse temperature con-

ditions because the CMH lamp performance is relatively temperature-insensitive

[3,12].

Drawbacks of HID lamps are the long start-up phase from ignition to full light

level and the long cool-down phase [3]. Prior to re-ignition, the majority of metal
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halides in the lamp has to condense to restart the plasma generation because the

electron capture process can significantly increase the ignition voltage [13]. Ad-

ditionally, the power of HID lamps cannot be completely dimmed, and the CRI as

well as the luminous efficacy decrease in part load [3,10]. The diffusion of chemi-

cal species inside the arc tube of a vertically operated lamp in combination with the

convection flow can cause axial demixing of the species [14–18], but this undesir-

able effect only occurs at direct current (DC) or low-frequency alternating current

(AC) operation [19]. Demixing leads to unequally distributed light emission and

results in colour separation and a lower CRI [17]. The convection flow itself orig-

inates from the gravitational force and local differences of the mass density inside

the arc tube. The unevenly distributed temperature in horizontally operated lamps

results in two negative effects: (1) overheating of the upper wall shortens the life-

time, and (2) the low temperature in the lower part decreases the vaporisation of

metal halides [20]. Since discharge arcs for lighting are operated in closed vessels,

acoustic resonances (AR) can be excited during AC operation. These resonances

lead to light fluctuation, arc instability and arc tube explosions in the worst situa-

tion. In case of a lamp failure and when these lamps are not properly disposed, the

mercury can be released into the environment.

For some years, the efficiency and light quality of light-emitting diodes (LED)

has been rapidly developed so that these lamps revolutionise the global lighting

market. When the p-n junction diode is operated in the forward direction, elec-

trons and electron holes can recombine and release photons. The wavelength of

the irradiated photons depends on the semiconductor material and its doping. The

invention of the GaN diode, that emits blue light and was recently awarded with

the Nobel Prize in Physics [21], facilitates production of white-light LEDs and

considerably accelerated introduction of LEDs into the lighting market. The lu-

minous efficacy currently reaches approximately 123 lmW−1 for warm white and

159 lmW−1 for cool white light in commercially available LEDs [22] and above

200 lmW−1 in research lamps [22,23]. The CRI is currently 92 [24]. Both charac-

teristics have dramatically improved over the last 30 years and will be enhanced in

the foreseeable future [22,25].

The superior luminous efficacy, long lifetime, natural colour rendition and low

costs of discharge lamps were the reason for these illuminants to be the first choice

for many applications. In the last years, the supremacy of discharge lamps ceased.

In all aspects, LEDs are currently on the same level or are even advantageous

compared to discharge lamps. Therefore, the market share of illumination solutions
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with LEDs will further increase.

Nevertheless, the sunlike luminance, the compact size and the high colour qual-

ity of HID lamps will guarantee a market for these lamps in the future. More-

over, the supply of replacement lamps for existing lighting systems will maintain

a worthwhile market. In the product life cycle concept, HID lamp systems evolve

to the mature stage. This means that cost becomes the key focus of many develop-

ment activities and that drivers for operating HID lamps are optimised to cheaper

designs. Minimal driver costs and an increased efficiency can be achieved by op-

erating the lamp at an AC with a frequency of approximately 300 kHz [26], but in

this frequency range ARs, that lead to arc flickering, are particularly distinctive.

An alternative way to increase the efficiency of the established technology has

been recently discussed in the literature [7,27]. Instead of avoiding operation in

frequency regions in which ARs occur, the discharge arc can be excited in a way

that it is stabilised. The excitation of specific acoustic modes results in flow fields

inside the arc tube that counteract the convection flow in a horizontally operated

lamp. The convection flow originally bends the discharge arc in opposed direction

of gravitation, whereas the acoustically induced, counteracting flow straightens

the arc. Simultaneously, the flow field can serve to reduce demixing of chemical

species inside the arc tube. With the aid of this effect, conversion efficiencies of

over 50 % can be obtained [7].

Furthermore, this arc straightening effect is particularly interesting with regard

to mercury-free HID lamps. The mercury in the arc tube provides a sufficiently

high electric resistance to keep the voltage drop over the short electrode distance at

a constantly high level. In the high pressure and high temperature environment, the

mercury vapour possesses the smallest electric conductivity of all suitable alterna-

tives. Additionally, the small heat conductivity of the mercury minimises the heat

losses. To relinquish mercury in HID lamps, it is therefore necessary to increase

the electrode distance and, hence, to provide a sufficiently high electric resistance.

When zinc instead of mercury is used, estimations have shown that an enlargement

of the electrode distance by 25 % is required [28]. However, an enlargement leads

to a longer discharge arc and, consequently, to a destabilisation of the arc. The

arc straightening effect can counteract this destabilisation by inducing a stabilising

flow.

The next chapter starts with a description of the investigated HID lamp. The

function principles of the lamp components are outlined, and the light-emitting
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plasma is defined and classified. Additionally, the function of the driver and its

operating strategies are presented. Subsequently, the problem of acoustically in-

duced discharge arc instabilities and influences thereon are addressed. The current

state of research summarises experimental findings and simulation results on this

problem that were discussed in the past. Chapter 2 ends with the detection and

definition of the research gap and addresses the questions that arise from the gap.

In Chapter 3 the mathematical description of discharge arc physics, which is

necessary to calculate the temperature field inside the arc tube, is presented. The

concept of local thermal equilibrium (LTE), a method to describe the plasma in

HID lamps, is introduced. Then, an approach to determine the acoustic pressure

inside the arc tube is demonstrated. It solves the inhomogeneous wave equation

with the aid of loss factors. The equations, used to simulate the acoustic streaming

(AS) field that causes the discharge arc movements, are also given. Finally, the

mathematical description of bifurcations and instabilities as well as the theoretical

background of the Duffing oscillator is presented because the results of the simu-

lations and the experiments (Chapter 5) show a bifurcating flow field, when it is

acoustically excited. Additionally, strong similarities to the Duffing oscillator are

detected.

The physical coefficients describing the behaviour of the plasma, the electrodes

and the arc tube wall are presented in Chapter 4. Moreover, the experimental setup

is explained, and the finite element method (FEM) as well as the simulation model

are outlined. The experimental setup enables electric detection of frequency re-

gions, in which the discharge arc behaves instable. Furthermore, an optical system

is incorporated to record images of the discharge arc during stable and instable op-

erating conditions. The model description covers the geometry simplifications, the

boundary conditions and the finite element mesh. The simulation steps required to

calculate the physical field variables in the case of a stable discharge arc and in the

case of the acoustically excited arc are presented as well.

Chapter 5 presents the results of the simulations and the experiments. These are

compared and discussed. The chapter is divided into five sections: The first section

shows simulation results at stable operating conditions that are verified by accom-

panying experimental investigations. In the second section, AR frequencies and

the acoustic response function are determined. The third section presents results

of a sensitivity analysis. The fourth section demonstrates the impact of AS on the

velocity field inside the arc tube, and the final section describes the backcoupling

of this field on the temperature and other fields.
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Finally, Chapter 6 summarises, discusses and concludes the results and pro-

vides suggestions for future work.



Chapter 2

High-Intensity Discharge Lamp

2.1 Function Principle

High-intensity discharge lamps belong to the electric gas discharge lamps. Fig-

ure 2.1 shows its setup and schematically depicts the discharge arc when the lamp

is operated horizontally. In this lamp position, an upward bending of the discharge

arc is induced because the buoyancy force leads to an upward directed fluid flow

in the centre of the arc tube. The light is emitted by means of a discharge arc es-

tablished between two electrodes. On the electrode surface, the electric current is

transmitted from the electrode to the plasma. Pure tungsten is used as electrode

material because it has a better lumen maintenance and a lower voltage rise over

lifetime compared to thoriated tungsten electrodes [12]. The lumen maintenance is

the ability to maintain the lumen output over the lamp lifetime; its inverse is called

the lumen depreciation.

The discharge arc and the electrodes are encapsulated in a refractory envelope

called arc tube. In case of the investigated low-wattage lamp, the tube is made

of translucent polycrystalline alumina (PCA). Lamps with this ceramic material

can continuously be operated at wall temperatures of over 1500 K, whereas lamps

with quartz walls are limited to operation up to 1300 K [29]. Moreover, colour

shifting over lifetime due to salt losses and high lumen depreciation are drawbacks

of quartz walls as well [10]. The PCA enables construction of vessels with small

sizes that follow the natural contour of the arc more closely so that the luminous

efficacy could be increased. Mechanical, thermal and chemical issues prevent the

use of yttrium aluminium garnet (YAG) as wall material for commercially available

lamps [29]. YAG is only used for research purposes of optical measurements due

8
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Figure 2.1. Setup of a low-wattage HID lamp (Philips MASTERColour CDM-T
Elite 35 W/930).

to its transparency [30,31].

A gas inside the arc tube facilitates ignition of the lamp because it reduces the

required breakdown voltage. After ignition, the initial discharge is heated up to

temperatures at which the other ingredients of the arc tube evaporate [32]. The

inert gas argon is used in the investigated 35 W lamp. The main ingredient in the

lamp is mercury. Its partial pressure is 2.4 MPa at an absolute pressure of 2.8 MPa

inside the arc tube when it is operated at its nominal power. Mercury decreases

the electric conductivity and, therefore, increases the voltage drop between the

electrodes and lowers the electric current. This results in typical voltage drops

of 90 V to 100 V [3]. Furthermore, the high electric field strengths diminish the

electrode erosion because the ion bombardment is reduced [32], which results in

longer lamp lifetimes [33]. Therefore, mercury is also called buffer gas [34].

Light emissions of metal salts in the discharge fill the gaps in the visible spec-

trum of the mercury discharge to improve the light quality [32,35]. Pure metals

would require very high plasma temperatures to work efficiently because they pos-

sess high vapour pressures. Therefore, metal halides, usually iodides, with a re-

duced vapour pressure compared to pure metals are used [29,32]. Some of these

elements lead to an arc widening and others to an arc constriction [13,36]. More-

over, the halides are less aggressive to the envelope material [29,33]. Sodium-,

thallium-, calcium- and cerium-iodine are included in the investigated lamp. Its

temperature-dependent composition is presented in Section 4.2 and especially in

Figure 4.2.

The volume between the arc tube and the outer bulb (see Figure 2.1) is evacu-

ated to avoid diffusion of impurities, especially hydrogen, into the arc tube and to

increase the temperature stability [4]. The outer bulb itself is a barrier for the UV

radiation that is emitted by the discharge. The support structure positions the arc
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Figure 2.2. Current (i) voltage (V ) characteristic of gas discharges [37].

tube in the centre of the outer bulb and connects the electrodes with the base.

Figure 2.2 qualitatively shows the correlation of the electric current and the

voltage for different discharge types. The gas discharges are divided into differ-

ent regions: (A) non-self-sustaining discharge, (B−C) Townsend dark discharge,

(D−E) normal glow discharge, (E −F) abnormal glow discharge, (F −G) tran-

sition to arc and (G−H) discharge arc. Vt describes the electric potential for self-

sustaining discharges. Low-intensity discharge lamps are operated in the region

of glow discharge (D−E). Their relatively low electric current induces a weakly

ionised gas in a non-equilibrium state because the electron temperature is much

higher than the gas temperature [38]. Discharges in the region (G−H) are typ-

ically operated at high currents of 10−1 A to 105 A and low voltages of several

tens of volts [37]. HID lamps are operated at these conditions. In combination

with the high pressure, the plasma reaches thermodynamic equilibrium. Thus, the

temperature of electrons and heavy species coincide (see Section 3.1).

Discharge arcs essentially differ from glow discharges in the mechanism of

electron emission from the cathode. In the glow discharge, incident positive ions

hit the cold metal surface of the cathode and induce the emission of electrons. This

phenomenon, called secondary emission, is only important at ignition of discharge

lamps [20]. During steady operation, the high current heats the cathode to approx-

imately 3000 K so that a high current results from the intense thermionic emission

[37]. To ignite the lamp, a special discharge ignition technique is required, e.g. a

high voltage pulse. After the ignition phase, the discharge immediately becomes

self-sustaining. Higher electric field strengths are necessary at the cathode than

in the centre of the discharge arc to ensure the transition of the current into the

plasma [39]. The required power is not converted into light [40]. The power in the

discharge arc is transformed into ionisation, excitation or dissociation of plasma

atoms or molecules and heat [38].
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An electronic driver, also called ballast, is necessary for the operation of dis-

charge lamps. It provides a high voltage of usually more than 2 kV to ignite the

lamp and re-ignite the plasma each half-cycle if the lamp is driven by an alternating

current [3,41]. Furthermore, a ballast is required because of the negative current-

voltage characteristics of discharge arcs [41–43]: When the electric current slightly

increases, a lower lamp voltage is needed to maintain the input power. The orig-

inal voltage would be maintained without a driver so that the input power would

increase [38] leading to light extinction or even lamp explosion.

Various operating strategies for the driver exist: DC drivers do not excite

ARs inside the arc tube (see Section 2.2), but struggle with the cataphoretic ef-

fect [44,45]. This effect describes the motion of positively charged particles under

an electric field so that particles with the same charge accumulate. This results

in an undesired colour separation inside the arc tube. Low frequency AC drivers,

that operate at frequencies of 50 Hz to 400 Hz [32], avoid the cataphoretic effect,

but have low system efficiencies and are bulky [26]. High frequency AC operation

requires knowledge of the frequency regions, in which AR driven arc instabilities

occur. Very high frequency AC drivers operate at over 500 kHz [32], a frequency

region in which ARs are dampened, but these drivers have high switching power

losses [44,46,47]. Compared to DC drivers, AC operation diminishes demixing of

the ions in the plasma [14–17,48,49] and reduces electrode erosion [44]. Other

drivers make use of the power spectrum spreading control, that prevents excitation

of ARs by operating below the power threshold necessary for an acoustic excitation

[50,51]. Furthermore, a smart driver, that contained information about frequency

ranges in which stable operation is possible, was tested [52].

Nowadays, low frequency electromagnetic drivers are used for commercial

HID lamp operation [51]. Predominantly, square-wave instead of sine-wave drivers

are used because of the lower material costs for the electric components [26,53,54].

A significant cost reduction, a reduced size and weight as well as a slightly im-

proved efficiency can be achieved by operating these lamps on high frequency

electronic drivers [42,44,55] or by increasing the high frequency current ripple su-

perimposed on the basic square-wave current. The conversion efficiency of the

high frequency electronic gear is 91 % to 97 % [7,10]. To minimise the costs of the

driver components, the lamp should be operated at a frequency of approximately

300 kHz [26], but at this frequency it struggles with AR driven instabilities.
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2.2 Acoustic Instabilities

Movements of the discharge arc are caused by the excitation of standing pressure

waves inside the arc tube that result from periodic heating when operated at an AC.

Therefore, these discharge instabilities are also called acoustic instabilities. If the

discharge arc is acoustically excited, depends on the pressure distribution of the

acoustic eigenmode so that arc movements cannot be detected at every acoustic

eigenfrequency.

The shape of the discharge arc in the HID lamp depends on many factors: Arc

tube geometry, electrode distance, absolute pressure inside the arc tube, type and

amount of metal halides, mounting position, input power, etc. These factors influ-

ence the arc constriction, the arc length, the temperature distribution, the acoustic

eigenmodes and their corresponding frequencies as well as many other physical

fields. To increase the light quality and the conversion efficiency from electric

power to visible light, the lamp can be operated at higher halogen pressures. How-

ever, this results in constricted arcs that are more susceptible to acoustic instabili-

ties.

The tube wall serves to stabilise the discharge arc. When the arc position

changes, the temperature gradient increases on one side while decreasing on the

opposite side. This higher temperature gradient leads to an increased heat loss

so that the discharge is cooled down and moves back to its original position [13].

Therefore, discharge arcs in HID lamps are also called wall-stabilised discharge

arcs.

The previous chapter stated that the operation of HID lamps with a high fre-

quency AC is advantageous with regard to energy efficiency, cost, weight and size

of the electronic driver. However, operation at certain AC frequency ranges bears

the risk of stimulating acoustic instabilities in the arc tube. Due to the Joule heating,

a time-dependent heat source emerges in the plasma that is zero at zero-crossing

of the electric current and maximal at the peak of the electric current. It gener-

ates acoustic waves that propagate through the arc tube. As the tube is finite, the

acoustic waves are reflected at the walls, and the reflected waves interfere with the

primary wave. Standing pressure waves are established at a resonance frequency.

The phenomenon is called acoustic resonance (AR). The resonances can induce arc

movements at low frequencies of approximately 10 Hz [56,57]. The time delay be-

tween electric excitation of a resonance and onset of AR instabilities for outdated

HID lamps and for high power lamps is between 10 ms and 1 s [9,58]. Modern HID
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Figure 2.3. Brightness distributions during arc flicker of a horizontally operated
lamp at four time instances.

lamps with a nominal power of 70 W show an onset time shorter than 1 ms [59].

Figure 2.3 exemplary shows four discharge arc positions during such an acoustic

instability. These movements are associated with light intensity fluctuations. The

discharge arc at the top left shows the arc under stable operating conditions. The

distributions were measured with the experimental setup described in Section 4.4.

At stable operating conditions, only the gravitational force acts on the arc tube

content. A fluid flow in the upward direction is caused by buoyancy. A straight arc

can be observed without gravity [60]. When the AC frequency is tuned to an AR

frequency, the AS phenomenon induces an additional force. The fluid flow and the

temperature field change and alter the AR frequency. Then the operation frequency

and the AR frequency differ, the AS force diminishes, and the discharge arc returns

to its original position due to the wall-stabilising effects [61]. In this way, the AS

phenomenon links the high frequency excitation signal to the low frequency flicker

phenomenon [57,61]. A different AS force arises at each acoustic eigenfrequency.

At some AR frequencies, the AS force is not strong enough to change the discharge

path [61].

The frequency ranges, in which the discharge arc behaves instable, as well as

the strengths of the instabilities depend on the lamp characteristics. Even differ-

ences in the acoustic eigenfrequencies caused by manufacturing tolerances, that

lead to slightly different arc tube geometries and plasma compositions, were de-

tected [43,52,62–64]. Therefore, the shape of the arc tube can be modified to
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shift the AR frequencies or to reduce the strength of instabilities [58]. Further-

more, the lamp age influences the acoustic instabilities. The voltage drop between

the electrodes of an aged lamp increases and, simultaneously, the electric current

decreases to preserve a constant lamp power [65]. Some experimental measure-

ments at lamps of different age show no significant shift of the acoustic eigenfre-

quencies [43,65,66], whereas others claim that the lamp age affects the resonance

frequencies because the plasma composition and the electrodes change over time

[44,52,55]. The AR frequencies in dimmed HID lamps shift to lower frequencies

because the reduced input power leads to a temperature decrease [67].

2.3 Current Research on Acoustic Instabilities

More than 50 years ago, the first observations of arc instabilities in discharge lamps

were reported [68,69]. These reports state that acoustic pressure waves inside the

lamp cause arc instabilities. The observations lead to the hypothesis that standing

acoustic pressure waves are the reason for the behaviour. This was supported by

theoretical calculations because the switching frequency of the DC power supply

in the experiment coincided with calculated acoustic eigenfrequencies. For the cal-

culations, the homogeneous Helmholtz equation (see Section 3.2.1) in cylindrical

coordinates subject to appropriate boundary conditions was solved [68,69]. In the

last decades, research on the instability phenomena in discharge lamps focused on

investigations of resonance frequencies, but the physical connection between the

pressure waves and the light intensity fluctuations remained vague. In 2008, it was

stated that the acoustic streaming phenomenon could link both processes [57,61].

Therefore, current research on acoustic instabilities in HID lamps focusses on the

AS effect.

The AR phenomenon in HID lamps was experimentally investigated by many

different detection methods. The simplest method, a visual inspection by eye, ob-

served light intensity deviations and arc position changes of a vertically operated

and, therefore, straight discharge arc [70]. To quantify the visual inspection, a sim-

ple optical system was proposed that observes the discharge arc from two sides

[41]. A broadband photodiode measured the light intensity. The difference of

this time-dependent photodiode signal with and without acoustic excitation is pre-

sented [41]. A photodiode measurement also enables the definition of a flicker

level [71]. A more detailed optical investigation of resonances observed the dis-

charge arc from two sides with 16 photodiodes in total [55,72]. When an HID lamp
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is driven by a band-limited white noise signal and the emitted light is measured by

a broadband photodiode, the AR frequencies can be determined by the optical re-

sponse [73,74]. This technique can be applied to discharge lamps with a nominal

power of 35 kW [9] and also works with pink noise [27]; an input signal with a

frequency that is inversely proportional to the intensity of the signal.

Measurements of the electric power [62], the electric current [42,75], the volt-

age drop between the electrodes [43,71] and the electric resistance [52] enable

quantification of acoustic instabilities as well. These four electric parameters are

listed in ascending order with regard to the sensitivity to detect ARs, i.e. the electric

resistance provides the highest sensitivity [52]. Furthermore, the time-dependent

voltage drop at a specific eigenmode during arc flicker was evaluated [42]. Time-

dependent experimental investigations and simulations on the voltage and the elec-

tric current signal demonstrate the influence of ARs on these signals [76]. In-

vestigations of the power threshold necessary to excite acoustic instabilities were

conducted at a high-pressure sodium lamp [62]. ARs can also be detected by sound

measurements outside the lamp because the noise generated by the flickering dis-

charge arc leads to oscillations of the arc tube [63,64]. It is even possible to excite

ARs inside the arc tube by laser absorption [77].

Simulations of the AR effect in discharge lamps calculate the acoustic eigen-

modes and their corresponding frequencies by solving the homogeneous wave

equation. When the lamp is operated in upright position, so that the tempera-

ture field is rotationally symmetric, a two-dimensional (2D) axisymmetric model

is sufficient to simulate the physical processes. Differential equations describe the

conservation of mass, momentum, energy and charge. Thereafter, the 2D temper-

ature field can be mapped onto the full three-dimensional (3D) geometry to deter-

mine all AR frequencies, and these can be compared to the experimentally deter-

mined resonance frequencies [67,78,79]. In horizontally operated lamps, acoustic

eigenmodes were simulated with a temperature field that was predetermined by

experiments [80].

To compute the absolute acoustic pressure in an HID lamp, the inhomogeneous

wave equation has to be solved. This can be achieved by an eigenmode expansion

that incorporates loss factors. The method was applied to a stationary 2D axisym-

metric cylindrical model that represents the arc tube of an HID lamp [81]. Inside

the cylinder, the temperature distribution was approximated by a parabolic shape

function in radial direction. The result is the acoustic response that shows the

acoustic pressure as a function of the frequency at a specified position inside the
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arc tube. A similar method was used to solve the acoustic response function inside

a more complex geometry [71]. Here, the 2D axisymmetric simulation additionally

incorporates the electrodes and the tube wall. Instead of a predefined temperature

field, the simulation solves the coupled equations for the conservation of mass,

momentum, energy and charge.

Simulations of the AS effect inside the arc tube of discharge lamps mainly

pay attention to the velocity and the temperature field. A time-dependent simu-

lation demonstrates the severe effects of AS on both fields when the input power

of 175 W oscillates by 30 % at the second azimuthal mode at 31.8 kHz [57]. The

position of the maximal temperature inside the horizontally operated arc tube with

a diameter of 6 mm changes by 1.4 mm. Additionally, the simulation predicts a

periodic time of the arc movement of 80 ms to 100 ms. This was confirmed by ex-

periments that showed arc motion on a time scale of 50 ms to 100 ms. The pressure

oscillations induce an AS field, that interacts with the buoyancy-driven velocity

field, and change the position of the arc. In the model, the classical set of con-

servation equations (mass, momentum, energy, charge) is extended by terms that

account for the pressure dilatation and the viscous damping. The geometrical sim-

ple 2D model of the pure-mercury HID lamp describes an infinitely long arc tube.

The geometrical simplification enables a reduction of the numbers of finite element

nodes to under 1200 and, accordingly, a limitation of the computing time. A more

detailed analysis of the velocity and the pressure oscillations reveals different kinds

of streaming that occur in the arc tube during acoustic excitation [82]. These kinds

of streaming are discussed in Section 3.2.2.

A 2D axisymmetric model of a high-pressure sodium discharge lamp, that in-

cludes the AS force in the momentum conservation equation, solves the stationary

AS velocity field. The driving force bases on the acoustic pressure of the 8th lon-

gitudinal mode [83] or 4th longitudinal mode [84], respectively.

The AS effect is beneficial with regard to the luminous efficacy of the HID lamp

at specific operating conditions [7,27]. The bent arc in a horizontally operated lamp

can be straightened by an acoustically induced flow field. This arc straightening

effect compensates the deformed temperature field so that the thermomechanical

stress in the upper part of the arc tube wall can be reduced. When the simulation

model that showed the flicker phenomenon due to AS [57], is driven with a swept

power frequency instead of a pure sinusoidal signal at the second azimuthal mode,

a different circular convection flow emerges that lowers the arc from its original

position [27]. The results were experimentally verified by measurements of the arc
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curvature. The impact of arc straightening on the whole lamp and driver system

shows significant efficiency improvements [7]. Arc straightening in a 250 W lamp

enables electrical-to-visible conversion efficiencies larger than 50 % at luminous

efficacies of 155 lmW−1. The temperature of the upper part of the wall can be

reduced by 150 K. Experiments, in which the discharge arc is acoustically excited

by a modulated DC voltage, show an arc centring at specific switching frequencies

[85]. It is stated that standing radial acoustic waves suppress the convection flow

and are responsible for the lower arc deflection. In a 3D simulation of an HID lamp,

it was also investigated how external magnetic forces can straighten the discharge

arc [86].

2.4 Research Questions

The research aim is to further develop HID lamps. The work should investigate

light fluctuations inside the arc tube caused by acoustic excitation. A comprehen-

sive understanding of the underlying mechanism will enable improvements on the

lamp design, which will be characterised by a significantly higher energy efficiency

compared to state-of-the-art lamps.

A numerical model on the basis of the finite element method has to be created

to simulate the plasma behaviour in the arc tube of metal halide lamps. This model

should enable systematic investigations of the mechanisms that lead to the origin

of the plasma instabilities. Particularly, the AS effect has to be implemented in

the numerical model. Its influence on the behaviour of the discharge arc should be

analysed. The investigations should incorporate considerations of the velocity field

of the fluid flow inside the arc tube as well as investigations of the impact on the

temperature and the electric field.

For a thorough understanding of the instabilities, accompanying experimental

investigations have to be conducted. These investigations should be able to elec-

trically and optically quantify the discharge arc at stable and instable operating

conditions. Especially, changes during acoustic excitation of the arc tube content

should be detected. The results of the experiments and simulations have to be

compared and discussed.

The work will treat the following research questions:

• Can the AS effect qualitatively and quantitatively explain the arc flicker phe-

nomenon in the HID lamp?
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• Which simulation data and/or experimental parameters enable quantification

of the AS effect?

• Why does not every AR excite visible discharge arc motions?

• How do geometries and materials in the HID lamp influence the physical

fields inside the arc tube and the AR frequencies that deteriorate the light

quality?

• Which experimental data (optical, electrical and acoustical) can verify the

numerical results, and are the results of the experiment and the simulation

consistent?



Chapter 3

Theory

3.1 Thermal Plasma

The theory of the thermal plasma describes the physical processes in the HID lamp,

which serve to calculate the acoustic eigenmodes and the corresponding eigenfre-

quencies. Initially, the plasma is characterised, and the difference between thermal

and non-thermal plasmas is clarified. In particular, an explanation is given, why

just one temperature is sufficient to describe the plasma of the investigated lamp.

Afterwards, the coupled partial differential equations, that enable the calculation

of the temperature profile inside the arc tube of the HID lamp, are presented.

Plasma is an ionised gas. It is often referred to as the fourth state of matter

because it has a higher molecule energy than a solid, a liquid or a gas of the same

composition. Due to the electric charge of the free electrons and ions, plasma

properties are different to those of the other states of matter. In contrast to a gas, a

plasma is electrically conductive, internally interactive and strongly responsive to

electromagnetic fields [87].

The degree of ionisation, the electron density and the temperature characterise

a plasma. The temperature of plasma particles is defined by their energy. When

an HID lamp is ignited, the energy of the electric field is initially accumulated by

the electrons. These are accelerated up to their mean free path. When colliding

with a heavy particle, only a small amount of kinetic energy is transferred. Hence,

the electrons initially possess a higher temperature than the heavy particles. For

this reason, a temperature classification of a plasma always indicates the highest

(electron) temperature.

If the plasma is just weakly ionised, the temperature difference is convention-

19
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ally proportional to (~E/p)2 (electric field ~E, pressure p) [87]. In thermal plasmas,

also called hot plasmas, the temperature difference between electrons and heavy

particles diminishes because the Joule heating equilibrates both temperatures. The

collisions occur periodically so that the ratio of the electric field to the pressure

decreases to small values. If, additionally, chemical equilibrium is reached and the

temperature gradients are small, this quasi-equilibrium state is called local thermal

equilibrium (LTE). The plasma in this state can be identified by a single, space-

dependent temperature.

At a low plasma pressure or a low power, the temperature difference between

electrons and heavy particles is so high that the thermal plasma is not in its equilib-

rium state any more. In these non-thermal or cold plasmas, the electrons possess

the main part of energy, and the thermal motion of the ions is negligibly small. In

many of these non-equilibrium plasmas, the electron temperature is significantly

higher (approximately 10000 K) than the temperature of the heavy particles in the

gas (room temperature). At even lower energy levels, ions and electrons recombine

and the plasma becomes a gas.

In non-thermal plasmas, the details of the discharge kinetics have to be incorpo-

rated to adequately described the physical quantities, such as the density of charged

particles or the electric conductivity, whereas thermal plasmas are characterised by

their temperature and pressure only [88]. For thermal plasmas, the Saha-Langmuir

equation relates the degree of ionisation to the temperature and pressure [89,90].

The high pressure and high electric current enables to treat plasmas in HID

lamps as quasi-equilibrium plasmas [91]. The LTE approach is suitable to describe

the plasma [92], and this approach is commonly used in simulations of plasmas in

HID lamps [71,81,93–95]. Due to the constant pressure at stable operating con-

ditions, only the spatial temperature distribution is necessary to characterise the

material properties. Consequently, the material parameters, e.g. the electric and

thermal conductivity, the specific heat capacity and the net emission coefficient,

only depend on the temperature. These parameters can be calculated with the aid of

the Chapman-Enskog theory [96]. The results are presented in Section 4.2. Finite

element simulations that compute both, the electron and the heavy species temper-

ature, show decreasing temperature differences between electrons and heavy parti-

cles at an increasing pressure as well as at higher electric currents [91,97]. In these

reports, pure mercury plasmas with a pressure less than 0.2 MPa were investigated.

In contrast to low pressure plasmas, plasmas with a pressure higher or equal

4.0 MPa do not require a separate calculation of electron and heavy particle tem-
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peratures. The existing deviations from LTE can be included for important material

properties, like the electrical conductivity of the plasma, only [98–101]. The re-

sults show that the deviations are limited to very restricted plasma regions near the

electrode tips.

To calculate the acoustic eigenmodes and eigenfrequencies in the arc tube of

the HID lamp, equations are required that describe the spatial temperature distri-

bution. Therefore, the plasma is defined by coupled partial differential equations

for the conservation of charge, energy, momentum and mass. All corresponding

boundary conditions, material parameters and transport coefficients are specified

in Section 4.2 and Section 4.3.2.

Interactions between the electrode and the plasma are neglected because these

effects are of minor importance for the scope of this work. Such investigations

either divide the plasma near the electrodes into subdomains to separately consider

the different physical effects in the plasma sheaths [102–106] or study the electric

current transfer from electrode to plasma in greater detail [30,107]. Simulations,

that focus on the power balance at the interface of plasma and electrodes, use en-

hanced heat transfer models [33,38,98,100]. These models include cooling and

heating by the electron current, heating by ion current and radiation cooling during

the anode and the cathode phase. These phases only occur during AC operation

and are characterised by attraction of negatively charged particles in case of the

anode phase and positively charged particles in case of the cathode phase.

The HID lamp is provided with electric power that is partially converted into

light. Therefore, an electric current is supplied to the electrodes. The continuity

equation in electromagnetism

∂ρc

∂ t
+~∇ ·~j = 0 (3.1)

is a first-order differential equation that describes the conservation of charge den-

sity ρc. The electric current density

~j = σ~E =−σ~∇V (3.2)

can be expressed as the product of the electric conductivity σ and the electric field
~E that is the gradient of the electric potential V . The electric current

I =−
∫

Scc

~j·d~S (3.3)
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can be calculated by integrating the current density over the current-carrying sur-

face Scc of the electrode. Naturally, the electric current I depends on the electric

input power and the electric potential drop between the electrodes.

The second-order partial differential equation of heat conduction

ρcp

(
∂T
∂ t

+
(
~u ·~∇

)
T
)
=−

(
~∇ ·~q

)
+ τττ : S− T

ρ

∂ρ

∂T

∣∣∣∣
p

(
∂ p
∂ t

+
(
~u ·~∇

)
p
)
+Q

(3.4)

has to be solved to obtain the temperature distribution T of the arc tube content,

the electrodes and the arc tube wall of the HID lamp (mass density ρ , specific heat

capacity at constant pressure cp, fluid velocity ~u). The left-hand side of the equa-

tion includes terms that represent the temporal change of the temperature and the

convective heat flux. The right-hand side of Equation 3.4 incorporates the conduc-

tive heat flux ~q =−κ~∇T with the thermal conductivity κ . The second and third

term on the right-hand side represent the viscous dissipation (viscous stress tensor

τττ , strain rate tensor S) and the pressure work, which are negligible in HID lamps

because of the low Mach and Prandtl numbers. In case of the electric discharge,

the source term Q is the difference between the Joule heat σ |~E|2 and the emitted

radiation power qrad. Equation 3.4 then simplifies to

ρcp
∂T
∂ t

+~∇ ·
(
−κ~∇T

)
+ρcp~u ·~∇T = σ |~E|2−qrad, (3.5)

which is known as the Elenbaas-Heller equation. As the plasma is assumed to be

in LTE, only one temperature for both, electrons and heavy particles, has to be

calculated.

The fluid velocity, which is required to obtain the convective heat flux, is de-

rived from the momentum conservation equation, a nonlinear second-order partial

differential equation. In case of a compressible Newtonian fluid, the Navier-Stokes

equation

ρ
∂~u
∂ t

+ρ

(
~u ·~∇

)
~u = ~∇ ·

[
−PI+η

(
~∇~u+

(
~∇~u
)T
)
− 2

3
η

(
~∇ ·~u

)
I
]
+~f (3.6)

describes the fluid flow field. As in the heat conduction equation, the left-hand

side is composed of a term that describes the temporal change of the flow, and a

term that accounts for the convection. The terms on the right-hand side include

the hydrostatic effect (static pressure P, identity matrix I), the Cauchy stress tensor

(dynamic viscosity η) and the general volume force ~f that in the simplest case is
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the gravitational force

fl =−δl3ρg (3.7)

(δl3 Kronecker symbol: Index 3 corresponds to the z-direction, g = 9.81ms−2).

Furthermore, the continuity equation for the mass density

∂ρ

∂ t
+~∇ · (ρ~u) = 0, (3.8)

a first-order differential equation, and the ideal gas law

ρ =
PM
RT

(3.9)

(molar mass M, molar gas constant R) are required to solve the set of equations.

In addition to the conservation laws, Planck’s law is briefly described. The

knowledge of Planck’s law is necessary to compare the light intensity measure-

ments of the stable discharge arc with simulation results of the temperature distri-

bution. For a black-body radiator, Planck’s law links the spectral radiance to the

wavelength and the temperature. The black body is an idealised thermal radiation

source. Consequently, the electromagnetic spectrum is defined by the tempera-

ture only. Compared to the black-body radiation, the emitted light from the HID

lamp exhibits differences; an HID lamp is a selective radiator. The mercury and the

metal halides show radiation peaks at specific wavelengths, whereas the black body

shows a continuous spectral emission. The various states of metal halide ions (com-

pare Figure 4.2) involve a huge number of selective radiation peaks in the visible

wavelength range.The high-pressure inside the arc tube leads to a line broadening

of the selective spectra so that the spectrum of the HID lamp approaches the con-

tinuous spectral intensity of the black-body radiator [38]. This allows to convert

the temperature values of the simulation into a spectral radiance.

Planck’s law describes the specific spectral emission [108]

Rspec (λ ,T ) =
2πhc2

0
λ 5

(
exp
(

hc0

λkT

)
−1
)−1

, (3.10)

which depends on the wavelength λ and the temperature T (speed of light c0,

Planck’s constant h, Boltzmann constant k). To obtain the total emission in a wave-

length range from λ1 to λ2, the function has to be integrated so that

Rspec (λ1,2,T ) =
2πk4T 4

h3c2
0

∫ x2

x1

x3

exp(x)
dx (3.11)
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results [4]. Here, the substitutions

x1 =
hc0

λ1kT
, x2 =

hc0

λ2kT
(3.12)

have been introduced. The bounds of integration are defined by the sensitivity of

the camera that is used to record the images of the discharge arc. The camera

specifications are presented in Section 4.4.

3.2 Acoustical Phenomena

3.2.1 Acoustic Resonance

The coupled equations described in the previous section serve to determine the tem-

perature distribution T and the power density of heat generation H that equals the

source term of the Elenbaas-Heller equation Q. These space-dependent quantities

are necessary to calculate the acoustic eigenmodes, the corresponding eigenfre-

quencies and in particular the acoustic pressure amplitude.

A lamp operation with a periodic input power, that is caused by an alternat-

ing electric current, induces energy exchanges by elastic collisions between the

charged particles and the neutral gas [61]. This leads to pressure oscillations of

the gas filling with the same frequency as the electric input power. In case of

pure AC operation, the frequency of power oscillations is twice the driving AC

frequency. The pressure waves arise at the discharge arc, propagate through the

vessel in the form of longitudinal waves, are reflected at the rigid wall and travel

back in a different direction. When the excitation frequency is tuned to an acoustic

eigenfrequency, incident and reflected waves interfere and standing acoustic pres-

sure waves are established. This eigenmode contains pressure nodes, where the

pressure equals the constant equilibrium pressure, and pressure antinodes, where

the pressure oscillates at that eigenfrequency around the equilibrium pressure with

its maximal amplitude. Velocity antinodes are located at pressure nodes and vice

versa [61]. The mathematical relationship between both quantities is described by

Equation 3.34.

The wave equation, a second-order partial differential equation, describes the

propagation of waves through a medium. In case of the HID lamp, the heat density

acts as a source term H for the generation of pressure waves p. Therefore, the
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time-dependent equation can be described by [109]

~∇ ·
(

1
ρ

~∇p
)
− 1

c2
∂ 2 p
∂ t2 =−γ−1

c2
∂H
∂ t

(3.13)

with the speed of sound c and the heat capacity ratio γ . The time-dependent wave

equation can be converted into the frequency domain by a Fourier transform (har-

monic time dependency: exp(−iωt)). A Helmholtz equation

~∇ ·
(

1
ρ

~∇p
)
+

ω2

ρc2 p = iω
γ−1
ρc2 H (3.14)

results. As the temperature inside the arc tube is not constant, the mass density ρ

and the speed of sound

c =

√
γ

RT
M

(3.15)

are space-dependent quantities as well∗. This equation assumes that the gas be-

haves like an ideal gas. R is the molar gas constant, and M is the molar mass of the

gas composite. The source term

H = σ |~E|2−qrad (3.16)

equals the power density of heat generation, which is identical to the right-hand

side of the Elenbaas-Heller equation (Equation 3.5).

The solution of the inhomogeneous Helmholtz equation can be expressed by a

superposition of the pressure modes p j (~r) with the amplitudes A j (ω) of the jth-

mode [110–112]:

p(~r,ω) = ∑
j

A j (ω) p j (~r) , (3.17)

which separates the pressure into a space-dependent and a frequency-dependent

part that can be calculated separately. The pressure modes and the eigen angular

frequencies ω j can be calculated from the homogeneous Helmholtz equation

~∇ ·
(

1
ρ

~∇p
)
+

ω2

ρc2 p = 0 (3.18)

with appropriate boundary conditions. Additionally, these modes have to be nor-

∗Actually cρ2 is constant.
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malised according to the condition∫
Vc

p∗i p jdV =Vcδi j (3.19)

with the enclosed volume Vc. p∗i is the complex conjugate of the acoustic pres-

sure of the ith-mode pi. The frequency-dependent amplitudes are described by a

Lorentzian function

A j (ω) = i
A jω

ω2−ω2
j

(3.20)

that has singularities when the frequency approaches the eigenfrequency because

of the non-consideration of acoustic losses. A j is determined from an overlap

integral of the acoustic mode and the source term:

A j =
γ−1

Vc

∫
Vc

p∗jH dV . (3.21)

If acoustic loss effects would be included in Equation 3.13 or Equation 3.14,

complex solutions would result [110]. Therefore, sound absorption is included by

a perturbation of the loss-free solution. Hence, the description of the amplitude is

extended by a loss factor L j [110,113]:

A j (ω) = i
A jω

ω2−ω2
j + iωω jL j

. (3.22)

The total loss factor L j comprises different kinds of losses. In this work, the effects

caused by heat conduction and shear stress are taken into account. Both absorp-

tion mechanisms increase with the square of the driving frequency [65]. Further

mechanisms, like cell or gas imperfections, are not considered because these are

of minor importance [110]. The derivation of these loss factors can be found else-

where [109]. The shear stress and heat conduction losses can further be separated

into volume and surface losses [109].

The gas temperature in direct vicinity of the tube wall always possess the same

temperature than that of the wall because the thermal conductivity of the wall is by

a factor of approximately 103 higher in this region (compare Section 4.2). The gas

behaves isothermally. In contrast to that, a pressure wave will adiabatically expand

and contract the gas far off the wall. Figure 3.1 schematically shows the mechanism

of heat exchange. In the transition zone between these two states, acoustic loss due

to heat conduction arises. The thickness of this layer depends on the considered
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Figure 3.1. Visualisation of the four incorporated acoustic loss effects: Acoustic
losses in the volume (top) and at the surface (bottom) as well as losses due to heat
conduction (left) and due to shear stress (right) [111].

mechanism. Thermal losses occur in a layer of thickness

δκ =

√
2κ

cpρω j
, (3.23)

whereas the thickness of the Prandtl boundary layer related to the surface loss due

to shear stress is

δη =

√
2η

ρω j
. (3.24)

The thermal surface loss at the interior walls of the vessel can then be calculated

with a surface integral over the acoustic pressure of the jth-mode

LSκ

j =
(γ−1)δκ

2Vc

∫
Sc

∣∣p j
∣∣2 dS (3.25)

on condition that the ratio of thermal conductivities κwall/κgas is large. This is the

case in the investigated HID lamp, whose conductivity of the wall is by a factor of

more than 103 higher (compare Section 4.2).

The surface loss resulting from shear stress is derived from a similar surface

integral

LSη

j =
c2δη

2ω2
j Vc

∫
Sc

∣∣∣~∇t p j

∣∣∣2 dS. (3.26)

Here, ~∇t p j denotes the tangential component of the gradient of the acoustic pres-
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sure mode p j. In Prandtl’s boundary layer, the fluid velocity drops from a certain

value caused by the acoustic wave to zero at the wall. The velocity difference of

neighbouring layers results in viscous friction.

Outside the boundary layer, Stokes-Kirchhoff loss reduces the amplitude of the

acoustic pressure. The fluid viscosity leads to shear stress (Figure 3.1, top right).

Hence, losses in the tube volume occur that can be described by [109,110]

LVη

j =
4

3ρc2 ∑
i

ωi

(
Ai

A j

)∗ 1
Vc

∫
Vc

η p∗i p jdV. (3.27)

For a constant viscosity, the sum in the equation would reduce to a single term

because the eigenmodes p j are orthogonal functions. Therefore, the viscosity

η = η̄ + η̂ (3.28)

is split into a mean value η̄ and a space-dependent part η̂ that leads to a volume

loss due to shear stress of

LVη

j =
4η̄

3ρc2 ω j + l̂η , (3.29)

in which l̂η describes a correction term for the space-dependent part.

The pressure waves in the tube are accompanied by temperature waves. The

thermal conductivity of the gas generates a heat exchange between regions of dif-

ferent temperature. Figure 3.1 (top left) schematically depicts that the energy of the

sound wave dissipates. Similar to the volumetric shear stress losses, the thermal

conductivity

κ = κ̄ + κ̂ (3.30)

is split into the mean value κ̄ and the space-dependent part κ̂ . Consequently, the

volume loss due to heat conduction is

LVκ

j =
(γ−1) κ̄

cpρc2 ω j + l̂κ . (3.31)

The solution of the volume loss factors without the correction terms l̂η and

l̂κ shows that the losses linearly dependent on the frequency. The critical damp-

ing takes place at L j = 2 and at a frequency of fcrit ≈ 1GHz [71]. A significant

shift of fcrit by the correction terms is highly improbable. For the investigated fre-

quency range (maximal 50 kHz), these terms in the Equations 3.29 and 3.31 can be

neglected.
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3.2.2 Acoustic Streaming

The acoustic streaming phenomenon in HID lamps can lead to undesired effects,

but AS can also be constructively exploited for different acoustofluidic devices.

Particularly in the chemical industry, pharmaceuticals, biotechnology and medicine,

the effect is beneficial because it is possible to rapidly mix two solutions, agglom-

erate particles of a solution, clean surfaces, create droplets and pump liquids on a

small (µm to mm) scale [114].

The excitation of ARs in HID lamps can lead to discharge instabilities, but the

resonances themselves are not the reasons of these instabilities. Since the first re-

ports on discharge instabilities in compact xenon arc lamps in 1963 [68,69], the

connection between the occurrence of high frequency standing pressure waves and

low frequency light intensity fluctuations mainly remained unexplored. The expla-

nations were limited to universal statements, e.g. that the gas density oscillations

distort the heat input and, hence, the discharge path [70]. It was even stated that so

far no fundamental idea arose to link the ARs and the visible arc instabilities [63].

In fact, it was not until 2008 that a new hypothesis arose [57,61]. According to

this, the fluid flow, which leads to the undesirable light flicker, could be explained

with the aid of the AS effect.

It is well known that a fluid flow can generate sound when coming in contact

with a solid. AS describes the opposite effect: Acoustic waves induce a non-

zero mean mass flow. When a sound wave propagates through a volume, the fluid

elements experience pressure and velocity oscillations. The time-average motion

of a frictionless fluid would be zero, whereas in real fluids viscous losses generate

net displacements of the particles so that a mean motion develops. The flow is

the result of a second-order nonlinear effect that is generated by the attenuation of

an acoustic wave. In the literature, different types of AS are characterised [115–

117]: Boundary layer-driven streaming, Eckart streaming, Jet-driven streaming and

travelling wave streaming.

• Boundary layer streaming

In 1884, the first mathematical description of AS was derived by Rayleigh

[118]. The investigations relate to experiments of Faraday [119] and Dvořák

[120]. Rayleigh describes the air motion caused by a sound field between

two parallel plates. The acoustic energy dissipates in the boundary layer of

the plates due to the viscosity of the fluid. The results are counter-rotating

streaming vortices outside the boundary layer of the fluid, whose size is of
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Figure 3.2. Boundary layer streaming.

the order of the wavelength of the standing pressure wave [121]. Nowadays,

this type of streaming is called Rayleigh streaming or outer boundary layer

streaming. A part of one of these vortices can be seen in Figure 3.2. The

reason for the mass flow is the bulk viscosity of the filling gas that dampens

the compressible fluid motion and, simultaneously, induces AS. The sec-

ond order nonlinear effect arises from the convective terms of the governing

momentum equations. In 1953, the mathematical description was extended

by Nyborg [122] and corrected by Westervelt [123], who incorporated the

Stokes drift that relates the Eulerian and the Lagrangian streaming velocity.

Next to the outer boundary layer streaming in the bulk of the fluid, an in-

ner boundary layer streaming near the wall exists that is not included in the

publication of Rayleigh. Schlichting mathematically described the vortex

motion generated by an oscillating flow in the viscous boundary layer near a

flat plate [124]. Therefore, this streaming is referred to as Schlichting stream-

ing. Compared to the outer boundary layer streaming, the size of the inner

boundary layer streaming vortices are much smaller than the wavelength of

the stimulating flow [121]. In relation to the outside of the boundary layer,

the dissipation inside the layer is large. A steep velocity gradient is estab-

lished by the small thickness of the layer and the high velocity drop from

its value in the bulk of the fluid to zero at the wall (no-slip condition of the

boundary). In case of a standing wave, an oscillatory flow parallel to the

surface is formed that causes a momentum flux, which is oriented from the

pressure antinodes to the pressure nodes on the boundary. This generates a

vortex in the boundary layer [114].

The oscillating flow as well as the resulting boundary layer streaming flow

are depicted in Figure 3.2. The vortices inside the boundary layer rotate
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in the opposite direction to those in the bulk of the fluid. The boundary

layer thickness, that is also called viscous penetration depth, has already

been described in Equation 3.24.

When a standing wave is excited in the arc tube of an HID lamp, boundary

layer streaming occurs [61].

• Eckart streaming

The second AS type is caused by the dissipation of acoustic energy outside

the boundary layer or by the sound absorption due to the fluid viscosity.

The amplitude of the acoustic wave decreases when travelling away from its

source so that a steady momentum flux is generated that forms a fluid jet in

the direction of propagation. Consequently, its size is much larger than the

acoustic wavelength [121]. This AS is known as Eckart streaming [125] or

Quartz wind because a quartz crystal is often used as the vibrating source.

• Jet-driven streaming

Jet-driven streaming can be observed when a viscous fluid is periodically

ejected out and sucked into an orifice. The fluid behaves differently during

the inflow and outflow. The inflow pattern shows a flow that effectively sucks

from all directions, whereas the outflow pattern shows a jet flow (see Figure 4

in [117]). Therefore, a mean toroidal flow is establish at an oscillatory flow.

• Travelling wave streaming

The mechanism of travelling wave streaming is not characterised by an en-

ergy dissipation and, therefore, is different to the streaming types described

so far. The non-zero net mass transport of travelling wave streaming is in-

duced by a phase shift between the acoustic velocity and the density [117].

This AS is referred to as Gedeon streaming because of a theoretical treatise

of this kind of AS in Stirling-type and pulse-tube thermoacoustic refrigera-

tors from Gedeon in 1997 [126].

The AS force can either be derived mathematically with the method of succes-

sive approximations [118,122,127–130], in which the velocity, density and pres-

sure in the momentum and continuity equation are considered up to the second

order terms, or with the vorticity transport equation [115] in which the curl of the

governing equations is considered. In case of the method of successive approxima-

tions, the first order field results in the wave equation for Newtonian fluids, and the

time-independent velocity of the second order field is the quantity of interest.
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The resulting force density to describe the motion

fl =
∂ρvkvl

∂xk
(3.32)

is the divergence of the Reynolds stress tensor, which was initially derived by

Lighthill [131]. The overline in this equation indicates time averaging over one

period. Here, Einstein’s sum convention has to be applied. The Reynolds stresses

depend on the amplitude of the sound particle velocity ~v, and the body force re-

flects diminutions of the acoustic wave. In case of the HID lamp, the source of the

momentum conservation equation (Equation 3.6) is the sum of the gravitational

and the AS force. The time averaging for harmonic waves simplifies Equation 3.32

to

fl =
1
2

∂ρ v̂kv̂l

∂xk
(3.33)

with the amplitude of the sound particle velocity ~̂v, which can be calculated from

the acoustic pressure [132]:

~v(~r,ω) =
1

iωρ

~∇p(~r,ω) . (3.34)

The driving force of AS is the decreasing acoustic particle velocity in the vis-

cous boundary layer near the wall. However, the calculation of the eigenmodes

from the wave equation (Equation 3.14) does not account for the no-slip boundary

condition. Therefore, the acoustic particle velocity has to be corrected with an ap-

propriate factor s(d) that is equal to zero at the wall and one in the bulk of the fluid

so that the velocity is described by [133]

v̂k (~r,ω)→ v̂∗k (~r,ω) := v̂k (~r,ω)s(d) . (3.35)

d is the perpendicular distance of the point~r to the wall.

The exponential decay of the velocity is defined by [133]

s(d) = 1− exp
(
−(1+ i)

d
δ

)
. (3.36)

This function contains an oscillating and a damping factor. It is drawn in Figure 3.3

for different driving frequencies that influence the thickness of the boundary layer

δ (Equation 3.24). Eventually, the sound particle velocity v̂k is replaced by the

modified velocity v̂∗k in the force term fl of the momentum conservation equation.
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Figure 3.3. Profile of the acoustic particle velocity in a 1 mm wide channel at dif-
ferent driving frequencies. The dynamic viscosity is assumed to be η = 10−6 Pas
and the mass density ρ = 1kgm−3.

3.3 Bifurcations, Instabilities, Duffing Oscillator

A bifurcation describes a qualitative change of a nonlinear system. The behaviour

of the system can change when a specific parameter, the control parameter, is

varied. Especially, the stability of the solution can depend on the control parameter.

The value of the parameter, at which the transition to an instability occurs, is called

critical point.

In the following, exemplary bifurcations and instabilities are introduced that

are derived on the basis of an incompressible viscous fluid. The dimensionless

Navier-Stokes and continuity equation [134]

~u ·~∇~u =−~∇P+Re−1~∆~u (3.37a)
~∇ ·~u = 0 (3.37b)

describe the fluid velocity ~u and the pressure P. These generally depend on the

Reynolds number (Re = ulcharρη−1) with the characteristic length lchar, the typical

velocity u, the dynamic viscosity η and the mass density ρ . The Reynolds number

serves as the control parameter for the fluid flow. If Re is varied, instability can



3.3 Bifurcations, Instabilities, Duffing Oscillator 34

u

Re

u

Re

u

Re

(a) (b) (c)

u

Re

(d)

u+

u−

Figure 3.4. Different bifurcation types: Saddle-node (a) and transcritical (b) bifur-
cation as well as supercritical pitchfork (c) and subcritical pitchfork (d) bifurcation.
The dashed line represents unstable solutions and the solid line stable solutions.
The circle marks the point of origin and the cross the critical Reynolds number
Recrit.

set in and, hence, more than one solution can exist [135]. As the Reynolds num-

ber increases, the flow changes from a laminar to a turbulent flow. The transition

does not occur abruptly, but is rather defined by many intermediate states. These

states can qualitatively be described by simple algebraic or ordinary-differential

equations, which represent local properties of bifurcations of the Navier-Stokes

equations [136].

The simplest model to show bifurcations is the saddle-node bifurcation that is

described by [134,137]

du
dt

= u̇ = (Re−Recrit)−u2. (3.38)

The time-independent solutions of this equation show two solutions at Re > Recrit,

one solution at Re = Recrit and no solution at Re < Recrit. At the bifurcation point

Recrit, two solutions u+ and u− appear. To test the stability of the solutions, its

behaviour under the influence of small perturbations is investigated. The sign of

u̇ indicates whether the solution is stable (u̇ > 0) or unstable (u̇ < 0). Its result is

highlighted in Figure 3.4 (a). The solution u+ (solid line) is stable because small

perturbations will decay as t→ ∞. In case of u− (dashed line), the solution is

unstable because small perturbations will grow as t→ ∞ or approach the solution

u+ when the solution is perturbed in opposite direction. Additionally, the cross in

the diagram shows the critical Reynolds number and the circle marks the point of

origin.

In the same way, a transcritical bifurcation [134,137]

du
dt

= u̇ = (Re−Recrit)u−u2 (3.39)
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Figure 3.5. Bifurcation diagram of a subcritical pitchfork bifurcation including
higher-order terms. The dashed line represents unstable solutions and the solid
line stable solutions. The circle marks the point of origin and the cross the critical
Reynolds number Recrit.

can be investigated. Here, a change in the stability occurs when the control pa-

rameter is varied. In contrast to the saddle-node bifurcation, solutions for every

parameter value exist. At the bifurcation point merely the stability changes from

the solution u = 0 to u = Re. Figure 3.4 (b) shows the bifurcation diagram of the

transcritical bifurcation.

The diagrams on the right-hand side of Figure 3.4 ((c), (d)) display both types

of pitchfork bifurcations. These bifurcation types are common in problems with a

symmetrical flow in a spatial symmetric geometry [136]. With a changing control

parameter Re, symmetry breaking and, hence, pairs of asymmetric solutions occur.

In case of the supercritical pitchfork bifurcation, the negative sign for the cubic

term in [134,137]
du
dt

= u̇ = (Re−Recrit)u±u3 (3.40)

has to be taken, which acts as a restoring force and stabilises the solution. Only

one instable path occurs for Re > Recrit. For the subcritical pitchfork bifurcation,

the positive sign of the cubic term destabilises the solution. The inverted pitchfork

only possesses stable solutions at Re < Recrit.

To model real physical systems, even higher-order terms had to be considered.

For example, a fifth-order term in the subcritical pitchfork bifurcation [137]

du
dt

= u̇ = (Re−Recrit)u+u3−u5 (3.41)

stabilises the unstable branches so that stable solutions exist at large values of |u|
(see Figure 3.5). Five solutions exists in total at Recrit < Re < 0; two instable and

three stable. Two of the stable solutions are antisymmetric (u1 =−u2) and one is

symmetric (u3 = 0). The time-independent solution depends on the initial condi-
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tion u0. Additionally, the symmetric solution is only stable to small perturbations.

Large perturbations lead to a jump of the solution to a qualitatively changed veloc-

ity u. The origin is said to be locally stable, but not globally stable. Moreover, the

existence of multiple solutions show a hysteresis: When increasing Re from −∞ to

+∞, the solution will jump at Re = 0 to one of the two large-amplitude branches.

At decreasing Re, the solution does not jump at Re = 0, but only at Recrit.

Bifurcations and symmetry breaking can also be observed in experiments. The

entropy in these nonlinear dynamical systems decreases locally because it is trans-

ferred to the environment [138]. A famous example of symmetry breaking can

be observed when an incompressible, viscous fluid is moved between two rotat-

ing cylinders. A laminar Couette flow forms at low rotating velocities of the inner

cylinder (Figure 3.6, left). The azimuthal velocity of this laminar flow monotoni-

cally decreases from the inner to the outer cylinder.

Once the rotation speed of the inner cylinder is increased above a certain value,

the flow significantly changes. The azimuthal flow is superimposed by toroidal vor-

tices that rotate pairwise in opposite direction (Figure 3.6, right). These vortices

are also named Taylor vortices, and the flow is known as the Taylor-Couette flow.

At the transition from the laminar flow to the flow that contains Taylor vortices, the

relationship between two opposing forces changes. In case of the Taylor-Couette

flow, the centrifugal force exceeds the viscous force. The centrifugal force in-

creases with the square of the velocity, whereas the viscous force only increases

linearly with the velocity.

Moreover, the symmetry changes at the transition. Both, the laminar Couette

flow and the flow with the Taylor vortices, are stationary flows and are rotationally

invariant, i.e. the flow does not change over the angle of the cylinder φ . However,

only the Couette flow is translational invariant over the cylinder height z, which

means that the flow does not alter when it is viewed from different cylinder heights.

Contrarily, the translational invariance of the Taylor vortices is limited. The same

flow can be observed only at discrete heights of the cylinder that differ by the

length L [135]. In other words, the Couette flow does not posses a velocity in

cylinder direction whereas the flow with the Taylor vortices does.

The Rayleigh-Bénard convection is a further example that shows symmetry

breaking. Here, a temperature gradient between the bottom and the free surface of

a flat, horizontal fluid is applied. Above a certain temperature difference, convec-

tion cells are generated because the particle diffusion is not able to transport enough
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Figure 3.6. Taylor Couette flow: Laminar Couette flow appearing at low rotating
velocities (left). Taylor vortices emerging at high rotating velocities (right).

heat from the ground to the surface any more so that an additional transport phe-

nomenon is required. Both examples show that the fluid elements are affected by

opposing forces and that the symmetrical state passes over into an unsymmetrical

state.

A phase transition was also detected in the arc tube of HID lamps. These show

bifurcation points that occur at the electric current transfer from the plasma to the

cathode and describe the transition from the diffuse to the spot mode [139–141].

In the following, the Duffing oscillator, a nonlinear, damped, harmonically

forced oscillator, is introduced. It was named after Georg Duffing, who was the

first one that investigated such an oscillator in 1918 [142]. This classical paradigm

enables illustration of the nonlinear behaviour, i.e. the jump phenomenon, the hys-

teresis effect and others.

The forced oscillator with a nonlinear spring

mẍ+ k0ẋ+ k1x+ k3x3 = F cosωt (3.42)

contains the mass m, the displacement x, the damping coefficient k0, the linear

spring constant k1, the cubic stiffness parameter k3, the excitation force amplitude

F and the excitation frequency fex = ω/(2π). In case of k3 = 0, the equation re-

duces to the forced linear oscillator with an eigenfrequency equal to ω0 =
√

k1/m.

At k3 > 0, the system behaves as if a mechanical spring hardens when it is elon-

gated. k3 < 0 corresponds to a softening spring. These considerations are only
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Figure 3.7. Resonance curves of the Duffing oscillator for x0 = 0.06. On the left-
hand side, the cubic stiffness parameter β is varied at D = 0.028. The diagram
on the right-hand side shows resonances curves for different damping ratios D at
β = 0.8. The backbone curve is marked as a dotted line.

valid for small deflections. The Duffing equation is often written in the non-

dimensional form [143]

ẍ+2Dẋ+ x+βx3 = x0 cosΩτ (3.43)

with the normalised damping coefficient D := k0/
(
2
√

k1m
)
, the relative excitation

frequency Ω := ω/ω0, the static amplitude x0 := F/k1 and the time-scale τ := ω0t.

The solution of Equation 3.43 close to the eigenfrequency can be obtained by

a perturbation analysis and with the assumptions of weak damping, weak nonlin-

earity as well as weak forcing. Consequently, the solution can be approximated by

[144]

x2
0 = 4x̂2

[
D2 +

(
Ω−1− 3

8
β x̂2
)2
]

(3.44)

with the amplitude of the oscillation x̂. The resonance frequency is

ΩP = 1+
3
8

βa2
P (3.45)

and the peak amplitude is

aP =
x0

2D
. (3.46)

Equation 3.45 reveals that the stiffness parameter β changes the resonance fre-

quency. It does not occur near the system’s eigenfrequency as in the case of the

linear resonator. Instead, the resonance of the Duffing oscillator is excited at a

frequency far off the system’s eigenfrequency.

Figure 3.7 (left) highlights the profound differences between the Duffing and
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Figure 3.8. Amplitude response curve of the Duffing oscillator for x0 = 0.06,
D = 0.028 and β =−0.8. The arrows illustrate the jump phenomenon and the
hysteresis. The solid and dashed line correspond to stable and unstable solutions,
respectively. The dotted line marks the backbone curve.

the linear oscillator. β = 0 corresponds to the linear oscillator. It has a resonance

frequency at Ω = 1 and one solution for each excitation frequency. The Duffing

oscillator (β 6= 0) has a resonance frequency at Ω 6= 1 and can have multiple solu-

tions. For a fixed excitation frequency, up to three real solutions for x̂ exist depend-

ing on the parameter values of the Duffing equation (D,β ). The nonlinearity causes

a deflection of the peak values of the resonance curves either to lower excitation fre-

quencies, when β < 0 (spring softening), or to higher excitation frequencies, when

β > 0 (spring hardening). The magnitude of the deflection increases with the size

of |β |. The different damping ratios in Figure 3.7 (right) emphasise their effect on

the amplitude response curve. Additionally, the backbone curve is included that

marks the maxima of the resonance curve. It can be derived from Equation 3.45:

aP (ΩP) =

√
8(ΩP−1)

3β
. (3.47)

A typical behaviour of a nonlinear system is that the solution jumps between

qualitatively different states. The arrows in Figure 3.8 illustrate the jump phe-

nomenon and the hysteresis. For Ω > Ω1 and Ω < Ω2, only one solution exists.

At Ω = Ω1 and Ω = Ω2, the solution loses stability and divides into two solution

branches so that three solutions coexist for Ω2 < Ω < Ω1; two stable and one un-

stable solution. A quasi-stationary change of the excitation frequency in the over-
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hanging part of the amplitude response curve evokes the jump phenomenon. When

decreasing the frequency from above Ω1, the amplitude of the oscillation will fol-

low the upper branch of the response curve. After passing the maximum at Ω2, the

amplitude will jump down to the lower branch and will follow this branch when

the excitation frequency is further decreased. Analogously, at a slowly increasing

frequency from below Ω2 the solution will follow the lower branch and will jump

to the higher amplitude branch at Ω1. The dashed line in Figure 3.8 corresponds to

an unstable solution.

The described jumps only occur at a quasi-stationary change of the excitation

frequency. In a real system, the amplitude is not stationary because free oscillations

are initiated when jumping between different branches [143]. These fade away

after some time so that the new stationary amplitude is reached. As the upward and

downward jumps occur at different excitation frequencies, this oscillator shows a

hysteresis.

Moreover, in Figure 3.8 stable and unstable solutions are distinguishable. An

unstable solution only exists theoretically; it has never been observed in an exper-

iment [144]. Small perturbations of the unstable solution will cause an attraction

to one of the stable solutions. The derivation to differentiate stable and unstable

solutions is described elsewhere [144].



Chapter 4

Methods and Materials

4.1 Methodology

The methods of investigation have to detect, represent and/or simplify the complex

mechanism in the arc tube that leads to a flickering of the light. A detailed knowl-

edge of the physical processes is crucial to understand the underlying mechanisms

and, finally, to increase the efficiency of the HID lamp and/or its corresponding

driver.

The small dimensions of the arc tube of HID lamps make it inaccessible for

some measurement methods. Especially flow measurements, e.g. with the laser

Doppler anemometry, are difficult to realise because the material of the tube wall

is translucent and not transparent. Additionally, only the effects are observable and

the physical processes remain concealed. Therefore, a virtual model was set up to

investigate the underlying mechanisms.

Figure 4.1 sketches the concept used in this work. The model bases on the

discharge parameters:
 ∙ material properties
 ∙ geometry
 ∙ operating mode

H
ambient conditions

Requirements Calculations Results Verification

conservation laws:
 ∙ mass
 ∙ momentum
 ∙ energy
 ∙ current
H
wave equation
H
acoustic streaming
formulation

fields at stable operating
conditions:
 ∙ temperature
 ∙ electric potential
 ∙ fluid flow
 ∙ ...

eigenmodes and
eigenfrequencies

fields under the influence
of acoustic streaming

symmetry breaking

comparison to:
 ∙ experimental results
 ∙ theoretical
   considerations
 ∙ external research
   results

H
sensitivity analysis

Figure 4.1. Overview of the investigations pursued in the thesis.
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discharge configuration that incorporates the geometry, the material properties and

the operating mode of the investigated lamp, and it has to regard the environment

with appropriate conditions as well. The material properties for the interior of

the arc tube and the other lamp components were measured by the manufacturer

of the lamp. Prior to the calculation, the objectives have to be defined because

these determine the physical processes that have to be incorporated, define the

geometrical scale on which the calculations have to be conducted and limit the

choice of suitable methods. In case of the research questions treated in this work

(Section 2.4), the coupled solution of the conservation laws for mass, momentum,

energy and charge serves to determine the input variables for the acoustic wave

equation. The solution of the wave equation enables to incorporate the AS effect

and, finally, to determine the stability of the calculated fields.

Other physical effects are presumably of minor importance and are not in-

cluded in the model to reduce the computing time necessary to solve the problem.

The model has to represent the arc tube filling domain at least. Additionally, it

comprises the electrodes and the tube wall to simplify the description at the model

boundaries. A suitable method to treat the problem is the finite element method,

which is described in Section 4.3.1. The modelling accuracy of this method de-

pends on the resolution of the finite element mesh and its element order as well

as on the equation solver and the choice of the computational accuracy. The mesh

has to be fine enough to spatially resolve the physical phenomena. In case of time-

dependent calculations, the time steps have to be short enough compared to the

timescale of the physical process. The validity of the physical description can only

be justified afterwards and not in advance.

The results will show if the arc flicker phenomenon can adequately be de-

scribed with the incorporated physical phenomena and if the research questions

can be answered. Furthermore, the results will reveal if the simplifications of the

model (geometry, boundary conditions, etc.) are acceptable. The accuracy of the

results depends not only on the precision of the calculation process but also on the

accuracy of the input data. The sensitivity analysis will highlight the influence of

the material properties and the geometry on the results so that parameters can be

detected, which are important to describe the flicker phenomenon.

The calculation results are mainly verified by accompanying experiments as

well as by theoretical considerations and, if available, by comparison to research

results of other researchers. These comparisons serve to verify the model qualita-

tively as well as quantitatively. For some results, no verification is possible due to
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Figure 4.2. Partial pressure of the gaseous arc tube ingredients as a function of the
temperature [145].

the lack of comparative data.

4.2 Material Coefficients

This section describes the material coefficients that are necessary for the simu-

lation of the discharge arc and that occur in the partial differential equations in

Section 3.1. These incorporate properties of the PCA wall, the tungsten electrodes

and the arc tube filling.

The transport properties of the tube filling were derived under LTE conditions,

which assumes that electrons and heavy particles possess the same temperature as

mentioned in Section 3.1. Additionally, the partial pressure of each species in the

discharge, which is shown as a function of the temperature in Figure 4.2, serves

to calculate these properties. This data enable to calculate the material functions

with the Chapman-Enskog theory [96]. The buffer gas argon possesses a partial

pressure of approximately 0.24 MPa, and mercury in its ground state accounts for

a partial pressure of ca. 2.4 MPa.

A sophisticated determination of the transport coefficients of the arc tube filling

in HID lamps can be found elsewhere [146,147]. Here, the results, that were used

in the simulation, are shown and discussed. An analysis was performed to identify
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Figure 4.3. Temperature-dependency of some material properties of the tube
filling. Blue: Electric conductivity (Sm−1); green: Thermal conductivity
(Wm−1 K−1); red: Radiation loss (Wmm−3); orange: Dynamic viscosity (mPas).

the sensitivity of the material parameters on the temperature field and the acoustic

eigenfrequencies (Section 5.3) because experimental data of the material coeffi-

cients rarely exist and theoretical data have high uncertainties since the collision

cross sections for most plasma materials are unknown [34,146].

Figure 4.3 shows the temperature-dependency of some material properties. All

curves start at 1450 K because this is the lowest temperature inside the arc tube at

steady-state operation of the lamp. The minimum temperature defines the vapour

pressure of the lamp ingredients [29,148] and is often called coldest spot tempera-

ture. This temperature enables adjustment of the technical properties of the lamp:

Lifetime, light quality (CRI) and efficacy [35].

For the electric conductivity σ (blue curve in Figure 4.3), the assumption of

LTE results in the dashed blue line for temperatures below 3550 K and in the solid

line for temperatures above 3550 K. In the tube regions, where a high temperature

and a high static pressure occur simultaneously, the error by taking LTE condi-

tions is very small [38,96]. The electric conductivity decreases to values below

10−2 Sm−1 at low temperatures. These low conductivities were not measured in

arc tube fillings. The LTE conditions are violated in the region between the hot

plasma spots and the relatively cold electrodes [98]. A high electric field would

be required to transport the electric current through this region. This would lead
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to unrealistically high voltages near the electrodes that were not detected in exper-

iments [33,98]. Moreover, an unrealistically large heat source due to Joule heat-

ing would result that would lead to severe convergence issues in the simulation.

Consequently, the LTE conditions do not adequately describe the electric conduc-

tivity of the tube filling, and a non-LTE electric conductivity has to be introduced.

The deviations from equilibrium can be incorporated with an additional differen-

tial equation [33,98,149]. To solve this additional equation, either a finite element

mesh with up to a million degrees of freedom (see Section 4.3.1) is required, which

implies a computing time of up to a couple of weeks for a 2D model [149], or a

more complex approach for the simulation can be used that reduces the computing

time to some days [101]∗. These detailed investigations show that the electric con-

ductivity is several orders of magnitude higher than the LTE electric conductivity

and results in realistic electric fields in the near-electrode plasma. Furthermore, the

investigations highlight that the non-LTE electric conductivity is nearly constant in

this region. Therefore, a temperature-independent electric conductivity is assumed

below a temperature of 3550 K indicated by the blue solid line in Figure 4.3. The

influence of this constant electric conductivity on the acoustic eigenfrequencies

and the temperature distribution inside an HID lamp were investigated [150].

Next to the electric conductivity, the green curve in Figure 4.3 shows the ther-

mal conductivity κ of the plasma. The thermal conductivity is composed of three

parts: The transport of kinetic energy, of chemical energy and of radiative energy

[151,152]. The kinetic energy can be further divided into an electron and a heavy

species translational kinetic energy. The chemical or reactive energy describes

the energy transport during the ionisation and recombination of compounds. It be-

comes important for plasmas in HID lamps at temperatures above 7000 K. Depend-

ing on the temperature, the radiative energy transport can significantly increase the

thermal conductivity [33,152], but in case of the investigated lamp the share of

the total thermal conductivity is negligibly small. Its contribution to the total con-

ductivity is important only if the temperature inside the arc tube exceeds 5000 K

in a mercury discharge at 0.6 MPa [101] or is higher than 4000 K in a mercury

discharge at 4.0 MPa [98]. In some works, a fourth transport mechanism called

internal thermal conductivity is considered, but this effect is insignificantly small

in plasmas of HID lamps [146,151].

The radiation loss qrad (red curve in Figure 4.3) accounts for the radiated power

inside the arc tube and serves as a sink in the Elenbaas-Heller equation (Equa-

∗For the calculations, a HP j6000 workstation with a PA-8600 processor was used.



4.2 Material Coefficients 46

tion 3.5). It was determined by an Abel inversion of the measured emitted electro-

magnetic spectrum of the lamp [145].

The dynamic viscosity η of the tube filling (orange curve in Figure 4.3) was

determined with the kinetic theory of gases [96] on the basis of the chemical com-

position shown in Figure 4.2.

Additionally, the specific heat capacity is represented by [145]

cp (T ) =
(

920×10−7 T
K
+110

)
Jkg−1 K−1. (4.1)

For the ideal gas law (Equation 3.9), the static pressure of P = 2.8MPa and the

molar mass according to [145]

M (T ) =
(
−161×10−5 T

K
+193

)
gmol−1 (4.2)

are required. To solve the wave equation (Equation 3.14), a heat capacity ratio

γ = 1.4 was used.

The electrodes are made of tungsten. Their temperature-dependent thermal

conductivity, which is necessary to solve the Elenbaas-Heller equation, slightly

decreases from 110 Wm−1 K−1 at 1400 K to 92 Wm−1 K−1 at 3000 K [153,154].

The uncertainty of the thermal conductivity at these high temperature values ranges

from 1 % to 5 %.

The thermal conductivity of the PCA material of the tube wall can be described

by the temperature-dependent function

κPCA (T ) =
(

37.8−556×10−4 ∆T
K

+282×10−7 ∆T 2

K2

)
Wm−1 K−1 (4.3)

with ∆T = T −273.15K. In Section 4.3.2, the emissivity of the arc tube wall

εPCA (T,dwall) = 0.195− 0.017mm
dwall

+
(110dwall +19)1012 K5

T 5mm
(4.4)

is used to calculate the heat radiation that is emitted from the boundary of the

model through the evacuated region of the outer bulb to the ambient atmosphere

with a temperature of Tamb = 293K. dwall denotes the wall thickness that is 0.5 mm

in case of the 35 W HID lamp.
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Figure 4.4. Process of the finite element analysis from the physical problem to the
solution.

4.3 Simulation Model

4.3.1 Finite Element Method

To solve the differential equations for the tensor fields, different (numerical) ap-

proaches exist. In the most practical cases, an exact solution of such a problem

cannot be calculated because the geometry of the computation domain is complex

and/or the differential equations are nonlinear. Consequently, numerical techniques

are used to approximate the exact solution. The finite element method (FEM) is a

procedure to determine approximate solutions for elliptic partial differential equa-

tions. Currently, the FEM is one of the most important approximation methods to

solve boundary value problems for partial differential equations. It was initially

described in 1943 [155].

The FEM is mainly used in engineering analysis in which a physical field

problem occurs. The method enables to identify the underlying mechanisms of

the problem, determine quantities that are inaccessible for measurements, conve-

niently test alternative solutions to the problem, optimise structural components,

reduce costs in the development phase and investigate many other issues. Fig-

ure 4.4 summarises the concept of a finite element analysis. The physical problem

is usually limited to a certain region that is applied with a definite load. Origi-

nally, structural dynamic issues, in which the loads are mechanical forces, were
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Figure 4.5. Linear functions Φi on subintervals of a one-dimensional domain.

solved with the FEM [156,157]. However, the FEM is not limited to this kind of

investigation. A comprehensive description of the physical problem is typically so

complex that it is reduced to a mathematical model which approximates the phys-

ical phenomena by differential equations. Additionally, assumptions at the model

boundaries, for the initial conditions, the geometry, materials, loadings, etc. have

to be made. This mathematical model is solved with the aid of FEM. The solution

accuracy depends on the finite element mesh resolution of the geometry, on the

order of finite elements and on the solving parameters. To increase the accuracy, a

model with refined parameters has to be solved. Obviously, the solution contains

all information that has been previously specified in the mathematical model. It ig-

nores physical phenomena that were not included. Hence, appropriate assumptions

for the model have to be made to completely describe the problem or, at least, to

include the phenomena that are crucial to solve the problem of interest.

In the following, a summary of the basic concept of the FEM is presented.

More details can be found in standard textbooks [158,159]. The keynote of the

FEM is to discretise a geometrical domain into subdomains ("finite elements"),

connect the simple element equations to a system of equations and solve the prob-

lem by minimising the associated residual R (defined later). The element equa-

tions, also called basis functions, are not globally defined in the whole problem

domain, but rather locally in the subdomains. In contrast to global functions, this

enables precise resolution of local effects, incorporation of different materials, so-

lution of problems with large gradients and representation of geometrical complex

issues.

In Figure 4.5 a one-dimensional interval [a,b] is divided into n subintervals so

that the considered space is discretised into (n−1) intervals. For each point of the
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interval xi, also called node, a basis function

Φi (x j) = δi j (4.5)

(δi j Kronecker delta) is defined [148]. The simplest choice is to connect the points

with piecewise linear functions on the subintervals as shown in Figure 4.5. These

linear shape functions are also called triangle or hat functions [160]. Instead of

linear functions, shape functions with higher-order polynomials can be used as

well [161]. These require additional supporting nodes that increase the solution

accuracy, but lead to a bigger system of equations and increased computing time.

Practically, often smaller elements instead of quadratic or cubic shape functions

are used to obtain a higher accuracy of the solution. An approximate ansatz for the

solution is described by a linear superposition of shape functions

yN (x) =
n−1

∑
i=1

ciΦi (x) , (4.6)

so that in the case of hat functions the degrees of freedom ci are equal to the values

of the approximate ansatz yN at the mesh points xi. The elements with these shape

functions are called Lagrangian elements.

For the determination of the unknown coefficients ci, a variational problem is

formulated. Therefore, the approximate ansatz is inserted into the sought differen-

tial equation [159–161]

L (y(x)) = f (x). (4.7)

L is the differential operator and f the source term. The Dirichlet conditions

y(x0 = a) = 0 and y(xn = b) = 0 are defined at the boundaries. An initial choice of

random coefficients ci for the approximation solution generally results in deviations

between the exact solution and the approximation so that an error

R (c,x) = L (y(x))−L (yN (x)) (4.8)

occurs, which is named residual. It depends on the coefficients c and on the location

x. The goal is to find coefficients that minimise the residual. For this minimisa-

tion, different approaches, like the method of least squares, the Ritz method or the

Galerkin method, exist. In the following, the principle of the Galerkin method is

outlined. Elliptic partial differential equations can be solved successfully with this

method. Contrarily, the finite volume method is used to approximate hyperbolic



4.3 Simulation Model 50

equations [160].

For the Galerkin method, the residual is multiplied with a weight function

wk (x) and integrated over x. The Galerkin method uses the shape functions as

weight functions. As the Galerkin method postulates that the residual is orthogo-

nal to the weight functions [160], the integral of its product is equal to zero:

∫ b

a
R (c,x)wk (x)dx = 0. (4.9)

The orthogonality of functions requires that the dot product of these functions is

zero. The index k represents the nodes of the elements. The shape functions have to

regard the boundary conditions of the differential equations and have to be piece-

wise differentiable [160].

Combining Equations 4.6 to 4.9 results in

n−1

∑
i=1

∫ b

a
wk (x)L Φi (x)cidx−

∫ b

a
wk (x) f (x)dx = 0. (4.10)

With the aid of the inner functional product

〈 f ,g〉=
∫ b

a
f (x)g(x)dx, (4.11)

Equation 4.10 can be rewritten in the form

n−1

∑
i=1
〈wk,L Φi〉ci = 〈wk, f 〉 , (4.12)

which is a system of algebraic equations in the form A~c =~b with A = 〈wk,L Φi〉
and~b = 〈wk, f 〉.

In scientific or engineering applications, the matrix A is often a large, sparse

matrix. Two main categories, direct and iterative solution algorithms, exists to

solve the system of linear equations. Direct solvers can be used for fully occupied

matrices and attempt to compute the exact solution, whereas iterative methods are

advantageous to solve nonlinear equations. The latter compute successive approx-

imations to a solution based on an initial condition. In this work, the PARDISO

[162,163] solver was used, which is able to solve large sparse symmetrical and un-

symmetrical linear systems of equations. The solver automatically combines both

solver types for large 3D systems and can reduce the computing time [164].
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4.3.2 Digital Model

For the numerical investigation of the light flicker phenomenon, a model of a CMH

lamp (Philips MASTERColour CDM-T Elite 35 W/930 [165]) was constructed.

The model was set up and solved with COMSOL Multiphysics 4.4.0.195 and MAT-

LAB 8.3.0.532. The model is described and compared to similar models used by

other researchers.

The model of the arc tube is composed of three domains: The arc tube fill-

ing, the arc tube wall and the two electrodes. These three domains possess a ro-

tational symmetry with respect to an axis that passes through the centre of the

electrodes. For vertically operated lamps, 2D axisymmetric models sufficiently

describe the physical processes because the direction of the gravitation equals the

rotational axis. Many researchers have set up 2D models of HID lamps to solve

the temperature field, the electric potential and the convection flow [19,33,71,91,

93,98,99,101,166–168] or investigated interactions of the arc with the electrode

[102,103,107]. Some studies focus on acoustic eigenmodes and their correspond-

ing resonance frequencies [71,81]. 2D models also enable time-dependent simu-

lations [7,27,31,57,82,147,169,170] because the computing-time of these simula-

tions is still reasonable due to a smaller number of degrees of freedom compared

to a 3D model.

When the lamp is operated horizontally, the direction of the gravitation is per-

pendicular to the rotational axis. The buoyancy leads to an upward bending of

the discharge arc that is schematically shown in Figure 4.6. Consequently, the

rotational symmetry is lost, and a 3D model is required. The convection flow in

horizontally operated lamps is addressed by many authors [86,94,171–176] be-

cause it essentially differs to the flow in a vertically operated lamp. Furthermore,

the convection flow and the temperature distribution of both, vertical and horizon-

tal, operating positions were compared [177]. Some 3D studies simulated acous-

tic eigenmodes on the basis of the rotationally unsymmetrical temperature field

[78,80]. Other researchers calculated the temperature distribution of a vertically

operated lamp with a 2D axisymmetric model, rotated the temperature distribution

around the rotational axis, to get a 3D field, and computed the acoustic eigenmodes

and eigenfrequencies in the 3D model [67]. 3D time-dependent simulations, that

focus on the acoustical phenomena in the arc tube, require long computing times

because of the high number of degrees of freedom. Such time-consuming simula-

tions were not executed so far.

In this work, a 3D model was set up and simulated in horizontal operating
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Figure 4.6. Comparison of geometries of the Philips MASTERColour CDM-T
Elite 35 W/930 arc tube in the y-z-plane: CAD model (left), simulation model
(right).

position to investigate the flicker phenomenon.

Figure 4.6 highlights the differences between the CAD model, that presents the

nominal dimensions used to manufacture these lamps, and the slightly simplified

simulation model of the low-wattage HID lamp. Technical drawings of both parts

can be found in Appendix A. The distance between the electrodes is 4.8 mm, the

outer diameter of the arc tube wall is 7.0 mm and the wall thickness is 0.5 mm. The

dimension and the radii of the arc tube wall in the simulation model correspond to

those of the CAD model. The small weldseam on the outer surface of the tube

wall was neglected because it is suppose to have a negligibly small effect on the

temperature distribution inside the arc tube. Instead of the three windings of the

electrode coils, the current-carrying parts in the simulation model were created as

cylinders with rounded edges to restrict the number of finite element nodes and the

computing time accordingly. Moreover, the complex geometry of the electrodes at

the transition to the arc tube wall were simplified. The length of model is limited to

12 mm in total. Hence, appropriate conditions at these boundaries, that are called

electrode grounds, have to be defined. In addition to the geometrical differences,

manufacturing tolerances lead to further deviations between the model and the real

lamp. The sensitivity analysis in Section 5.3 investigates the influence of geomet-

rical modifications and important material properties of the arc tube filling on the

AR frequency, the voltage drop between the electrode, the maximal temperature

and the fluid velocity inside the arc tube.

In the three model domains, several coupled partial differential equations were

solved to obtain the electric potential, the velocity and the temperature field. These

equations, that are discussed in Section 3.1, have to be supplemented by boundary
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conditions. All terms with time-derivatives in the equations are neglected. The

instability of the stationary solution is used as a criterion for flicker. Only one half

of the physical geometry is considered because the stationary temperature field is

symmetrical with respect to the vertical y-z-plane (Figure 4.7). Afterwards, the

temperature field is mirrored at this plane to map it onto the full geometry.

The charge conservation equation (Equation 3.1) was only solved in the domain

of the arc tube filling. The current transport in the electrodes is insignificant for the

simulation because the electric conductivity of the tungsten electrodes is several

orders of magnitude higher than the electric conductivity of the tube filling so that

Joule heating in the electrodes is negligibly small. The transport coefficients are

described in Section 4.2. Usually, a time-dependent electric current density has

to be defined on the electrodes of the model to coincide with the experimental

operation (Section 4.4). The system is symmetric on temporal average because

the carrier wave at AC condition periodically changes. Therefore, it is possible to

perform corresponding simulations for DC operation. The DC boundary conditions

have to be set up accordingly. The Neumann boundary condition

~n ·
(
−σ~∇V

)
= J0 (4.13)

(~n normal vector) with a current density of J0 = 0 is applied to the electric iso-

lated walls and the symmetry plane. For the current-carrying surface, the electrode

tip, the cylinder jacket and the rounded edge of the simplified geometry were cho-

sen. These surfaces approximate the current-carrying surface of the electrode coil

in the real lamp (Figure 4.6, left). On the electrode surfaces, the inward current

density was obtained by the electrode tip area and the electric current Ilamp. Its

value was computed with the aid of the nominal lamp power Plamp and the volt-

age drop between the electrodes Vdrop. For DC operation the electric current is

Ilamp = Plamp/Vdrop. A positive current density was defined on the anode surface

and a negative one of the same magnitude was specified on the cathode surface.

In order to preserve the model symmetry, the electric ground was defined in the

centre of the model (middle plane between the electrodes: x-z-plane). Its position

only determines the reference point of the electric potential, but does not influence

the temperature field. The electric current density is uniformly distributed on the

current-carrying surface.

The simulation of the energy conservation equation (Equation 3.5) was per-

formed in the all three domains. The heat on the exterior surface of the arc tube
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wall is only emitted by radiation

~n · (−κPCA~∇T ) = εPCAσSB
(
T 4

amb−T 4) (4.14)

(σSB Stefan-Boltzmann constant) because the outer bulb is evacuated. The material

parameters for the thermal conductivity κPCA and the emissivity εPCA of the PCA

material of the arc tube wall can be found in Section 4.2. ε = 0 was specified on the

symmetry plane. The ambient temperature Tamb was set to 293 K. Furthermore, a

constant temperature of 1430 K was defined on the electrode ground surfaces. This

value was adjusted to obtain the coldest spot temperature of 1450 K inside the arc

tube (see Section 4.2).

When the investigations focus on the anode and cathode temperatures, a more

detailed model of the heat transfer process between the electrodes and the plasma,

that take cooling and heating effects by ion and electron current into account, has

to be set up [33,99]. Hence, the work function of the electrode material is the

decisive factor for an exact determination of the electrode temperature in these in-

vestigations [30,31,148]. The work function of a material describes the minimal

energy that is needed to remove an electron from its surface. The heating and cool-

ing effects are not included in the simulation model because the electric discharge

is simulated as an averaged AC discharge so that these effects cancel each other

out. Additionally, the investigations focus on the temperature of the arc tube fill-

ing, that is required to calculate the acoustic eigenmodes, and not on the electrode

temperature.

The flow field in the arc tube is calculated from the compressible Navier-Stokes

equation (Equation 3.6) and the mass conservation equation (Equation 3.8). A

homogeneous Dirichlet boundary condition ~u = 0 at the wall and the electrodes

as well as ~n ·~u = 0 at the symmetry plane was specified. The static pressure of

P = 2.8MPa was defined in the lamp’s centre. Similar to the position of the elec-

tric ground, its position does not influence the results. The density ρ inside the arc

tube is calculated by the ideal gas law (Equation 3.9). During stable operation, the

gravitational force (Equation 3.7) drives the fluid. For the horizontally operated

lamp, the gravitational force points to the negative z-direction.

The finite element mesh of the 3D half model for the simulation of the temper-

ature field (Figure 4.7) is composed of approximately 258000 elements. Most of

these are tetrahedral elements that form an unstructured mesh, which can automat-
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Figure 4.7. Finite element mesh for the simulation of the temperature field. The
origin of the coordinate system is located in the centre of the arc tube.

ically be generated and can be refined locally. Only near the boundary to the arc

tube wall, a mesh with prism elements was generated. These prism elements can

better approximate the velocity drop in the boundary layer and, therefore, increase

the accuracy of the solution. Furthermore, a finer mesh was created in regions

where large temperature gradients occur, e.g. the area between the hot plasma and

the relatively cold electrode.

The model at stable operating conditions was simulated with seven finite ele-

ment mesh resolutions. Table 4.1 lists the mesh parameters and some important

simulation results. The simulation results show no significant difference between

all seven meshes. With the selected mesh (ca. 258000 elements), accurate results

can be obtained in a reasonable computing time of ca. 0.5 h. The computer used

for the simulations was a Fujitsu CELSIUS R920 with an Intel Xeon E5-2640

processor, 16 GB memory and a Nvidia Quadro 5000 graphics [178]. Only the

model with approximately 200000 elements reaches convergence a little bit faster

because it contains less elements in the electrodes and the arc tube wall. However,

the finite element mesh in the electrodes is already very coarse so that this mesh

was not used. The resulting maximal temperature, voltage drop between the elec-

trodes and first eigenfrequency of the selected mesh differ from results with a very

fine mesh (ca. 328000 elements) less than 1 %, but the computing time with the

selected mesh could simultaneously be reduced by a factor of ca. ten compared to

the simulation with the very fine mesh.
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Table 4.1. Influence of different finite element meshes on important arc tube char-
acteristics. Vdrop is the voltage drop between the electrodes, Tmax the maximal
temperature inside the arc tube, umax the maximal velocity and f2nd the frequency
of the second eigenmode.

To
ta

ln
um

be
ro

fe
le

m
en

ts

32
8

27
0

29
1

97
5

25
8

17
3

22
8

79
2

20
0

05
1

11
5

27
0

11
5

27
0

Meshparameters
electrodes/wall

M
ax

im
um

el
em

en
ts

iz
e

(µ
m

)
30

0
30

0
37

6
37

6
40

0
50

0
50

0

M
in

im
um

el
em

en
ts

iz
e

(µ
m

)
10

0
10

0
11

2
11

2
13

0
13

0
13

0

M
ax

im
um

el
em

en
tg

ro
w

th
ra

te
1.

15
1.

15
1.

15
1.

15
1.

20
1.

30
1.

30

Meshparameters
arctubefilling

M
ax

im
um

el
em

en
ts

iz
e

(µ
m

)
32

0
35

0
35

0
40

0
35

0
50

0
50

0

M
in

im
um

el
em

en
ts

iz
e

(µ
m

)
70

80
80

10
0

80
13

0
13

0

M
ax

im
um

el
em

en
tg

ro
w

th
ra

te
1.

25
1.

30
1.

30
1.

30
1.

30
1.

30
1.

30

Simulation
results

V d
ro

p
(V

)
76

.7
76

.9
76

.9
76

.3
76

.7
76

.7
76

.7

T m
ax

(K
)

48
83

48
83

48
83

48
92

48
86

48
88

48
88

f 1
st

(k
H

z)
32

.8
58

32
.8

61
32

.8
65

32
.8

65
32

.8
73

32
.9

12
32

.9
07

C
om

pu
tin

g
tim

e
(s

)
19

21
7

24
51

20
02

32
19

18
79

27
14

73
94



4.3 Simulation Model 57

The coupled simulation of the conservation of mass, momentum, energy and

charge serves to calculate the temperature distribution and the power density of

heat generation inside the arc tube. To determine all acoustic pressure modes and

their corresponding eigenfrequencies, the temperature field was mapped onto the

full geometry. For the simulation of the homogeneous Helmholtz equation (Equa-

tion 3.18), the tube wall and the electrode boundaries are assumed to be sound hard

so that the normal derivative of the pressure is zero:

∂ p
∂~n

= 0. (4.15)

Subsequently, the inhomogeneous Helmholtz equation was solved by an eigen-

mode expansion of the acoustic pressure (Section 3.2.1). The solution of the inho-

mogeneous Helmholtz equation is available at specified points inside the arc tube

only. To compute the material parameters of the volume loss factors, the volumetric

mean values (Equations 3.28, 3.30) were used.

The resulting acoustic eigenmode of the simulation was normalised so that the

pressure at an antinode was 1 Pa. The absolute acoustic pressure at this antinode is

known from the solution of Equation 3.22. This enables calculation of the acoustic

particle velocity (Equation 3.34) and the AS force field (Equation 3.32).

In a first step, only the fluid flow inside the arc tube caused by the acoustic

streaming effect was considered in the simulation. The procedure is depicted in

Figure 4.8 (left). Initially, the thermal plasma fields are calculated, followed by the

acoustic response. Subsequently, the AS force and the corresponding velocity field

are simulated. For this calculation, the half model was used again. The driving

force of the fluid is composed of both, the gravitational and the AS force. To

gradually increase the AS force, a control parameter 0 ≤ S ≤ 1 was introduced so

that the driving force is

fl = S
∂ρvkvl

∂xk
−δl3ρg. (4.16)

the function s(d) (Equation 3.36) has to be multiplied with the particle veloc-

ity without the descent to consider the exponential descent of the acoustic particle

velocity towards the arc tube wall. For the implementation of this function into

the simulation, the shortest distance of each point inside the arc tube to the wall is

needed. This distance cannot be obtained with a standard functionality of the sim-

ulation software. For that reason, a subdomain with a thickness of 50µm ≈ 10δη
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Figure 4.8. Procedure to calculate the acoustic streaming flow field (left). Sim-
ulation scheme to calculate the influence of acoustic streaming on all fields by
incorporation of a recursion loop (right).
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(for δη see Equation 3.24) adjacent to the wall was generated. The geometry of the

inner boundary layer was obtained by a geometry contraction. In this subdomain, a

heat transfer model for solids with a pseudo temperature of 0 K at the outer bound-

ary (tube’s wall) and 1 K at the inner boundary (contracted geometry) was solved.

The resulting auxiliary field varies linearly from zero to one and is shown in Fig-

ure 4.9. After multiplying it with the appropriate factor, the field was used as the

d variable of the function s(d). The finite element mesh for the simulation of the

AS field is so coarse that it cannot resolve this function properly, in particular the

oscillating factor. Nonetheless, it is fine enough to resolve the exponential descent,

which is the important property of s(d) in the present context.

In the second step, the model was extended. A recursion loop was implemented

because the stationary approach does not allow for a coupling of the conservation

equations and the wave equation. The procedure is depicted in Figure 4.8 (right).

Instead of only simulating the velocity field under the influence of AS, the extended

model additionally calculates the impact of AS on the temperature and the electric

potential field. Thus, these fields, the acoustic pressure as well as the AS force

are coupled, and the simulation enables determination of the stationary fields at a

certain frequency. This frequency is called excitation frequency because the dis-

charge arc is excited at this frequency. In contrast to the virtual control parameter

S that was implemented to stepwise increase the AS force, the magnitude of the

force in this simulation can be controlled by the value of the excitation frequency.

When a frequency far off the resonance is chosen, the acoustic pressure amplitude

and, therefore, the AS force is small. In the vicinity of the resonance frequency,

the AS force is large. The lamp in this simulation is always tilted by 5◦ against

the horizontal axis because the simulation of the AS velocity field shows instable

paths that are related to a symmetry breaking transition (see Section 5.4.2).

In the initial simulation step, only the gravitation acts as the driving force of

the momentum conservation. After the coupled equations for the temperature, the

electric potential and the fluid flow were solved, the acoustic eigenmodes and their

corresponding frequencies were calculated. Subsequently, the acoustic response

function was determined. The excitation frequency, which should be chosen far

off the resonance frequency at the initial step to reach convergence, defined the

AS force. The recursion loop was implemented because this additional force was

only calculated on the basis of the gravitational force. The temperature field, the

electric potential and the fluid flow alter when the momentum conservation equa-

tion is driven by both, the gravitational and the AS force. The changed acoustic
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eigenmodes and their corresponding eigenfrequencies lead to a different AS force

compared to the one of the initial step. In the next iteration step of the recursion

loop, this force served as the driving force. When the resonance frequencies of the

current and the previous step differed less than 5 Hz, the recursion loop for this

excitation frequency was successfully finished, otherwise the procedure was con-

tinued. For comparison, the investigated eigenfrequency is located at ca. 47.8 kHz.

The 5 Hz-boundary acts as a convergence criterion because the results remain con-

stant within a certain limit.

In the next step, the solution at an excitation frequency closer to the resonance

frequency was calculated, i.e. the excitation frequency was increased when the

resonance frequency was higher than the actual excitation frequency and vice versa.

The converged results of the previous excitation frequency were taken as initial

conditions. The step size was adopted according to the difference of the excitation

to the resonance frequency. As the AS force significantly increases with decreasing

difference of the excitation to the resonance frequency, a small step size had to be

chosen to reach convergence near the resonance frequency.

4.4 Experimental Setup

The experimental setup was mainly used to determine the acoustic eigenfrequen-

cies of the arc tube of the HID lamp. Additionally, the setup served to investigate

the hysteresis effect (Section 5.5). Optical measurement devices were implemented

in this setup to detect the emitted light of the discharge arc during stable and un-

stable operation.

Figure 4.10 schematically depicts the experimental setup that consists of the

HID lamp itself, the equipment necessary to operate the lamp and different mea-

surement devices. Furthermore, the manufacturer and the product name are pre-

sented. The HID lamp, a Philips MASTERColour CDM-T Elite 35 W/930 [165],

was operated at a square-wave voltage with a carrier frequency fc = 400Hz. The

square-wave signal was provided by an Agilent 33220A function generator with

a rise and fall time of less than 13 ns and an overshoot of less than 2 % [179].

No instabilities of the discharge arc occurred at fc because the driving frequency

was considerably smaller than the lowest acoustic eigenfrequency at approximately

42 kHz. The second function generator, a Wavetek Model 29A, produced a sinu-

soidal voltage with a resolution of 0.1 mHz [180] that was used to excite discharge

arc flicker. For this reason, the frequency of this signal is also called excitation
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Figure 4.10. Experimental setup to characterise discharge arc flicker in HID lamps.

frequency fex. It was tuned to different frequencies in a certain high frequency

range. In case of the investigated 35 W lamp, the frequency was varied between

35 kHz and 50 kHz. The superposition of both voltage signals is described by

(ωex = 2π fex, ωc = 2π fc):

V (t) =

V̂ [+1+α sin(ωext)] 2n < ωct ≤ 2n+1

V̂ [−1+α sin(ωext)] 2n+1 < ωct ≤ 2n+2
n ∈ N0. (4.17)

The power amplifier, a MTMedTech FM1295 [181], regulated the amplitude V̂

of the voltage V (t) and the electric current I (t) so that the HID lamp was op-

erated at its nominal power. The modulation depth α describes the ratio of the

sinusoidal to the square-wave voltage amplitude. The power can be derived from

P(t) =V 2 (t)/Rplasma with the electric resistance of the plasma Rplasma. The power

analyser, a Yokogawa PZ4000 [182], measured the following data: The electric

current, the electric potential drop between the electrodes and the electric power.

The high dynamic range (HDR) camera, a IDS UI-1120SE, enables direct ob-

servation of the discharge arc because it can resolve the high brightness differences

between the arc and its surrounding. The CMOS chip of the camera is sensitive in

the wavelength range of 400 nm to 900 nm with the highest sensitivity at 710 nm,
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has a resolution of 768×576 pixels and a high dynamic range of 120 dB [183].

The maximal refresh rate of the camera is 50 Hz [183], i.e. it can record up to 50

images per second. The optical measurements were used to detect the light inten-

sity distribution, the shape of the discharge arc and the arc deflection in case of a

horizontally operated lamp.

When the discharge arc flicker was investigated experimentally, both the cam-

era and the high-speed silicon photodetector, a DET100A/M from ThorLabs, were

used. The photodiode with a rise time of 43 ns converts the brightness fluctua-

tions into an electric current. The spectral sensitivity is 400 nm to 1100 nm with

a peak wavelength at 970 nm [184]. The photodiode was placed in a distance of

0.2 m from the HID lamp to receive enough illumination and simultaneously to

prevent saturation. The digital oscilloscope, a Tektronix TDS2022B [185], records

the time-dependent signal and converts it into the frequency domain by fast Fourier

transform (FFT). A computer transmitted the values of the modulation depth and

the excitation frequency to the function generators and records the camera and pho-

todiode signals as well as the electric current, electric potential drop and electric

power. To control the experimental setup, program code created with MATLAB

was used.

To determine the acoustic eigenfrequencies that lead to a flickering discharge

arc, the lamp was initially operated at a modulation depth of 0 % for at least ten

minutes. The lamp reached a stationary state at this stable condition, which means

that the temperature inside the arc tube, the voltage drop between the electrodes,

the irradiated light, etc. do not change any more.

The constant electric potential drop between the electrodes without acoustic

excitation is defined as the reference voltage Vref. In case of the exemplary mea-

surement in Figure 4.11, Vref is 90 V ( fex = 40.0kHz, α = 0%). The electric po-

tential is proportional to the arc length because the passage of current through the

plasma acts as an ohmic resistance [38]. Therefore, arc flicker can directly be ob-

served by measurement of the voltage drop. After the stationary state was reached,

fex was set to a constant value near an acoustic eigenfrequency of the lamp and α

was stepwise increased every 10 s to excite acoustic waves. Meanwhile, the po-

tential drop was measured every 0.5 s, and the power was regulated to keep it at

its nominal value. When the voltage fluctuated more than Vfluc = 1.5V or when

the voltage exceeded Vlim =Vref +5.0V, the measurement was aborted to prevent

lamp failure caused by exceedingly high arc tube temperature or by temperature

oscillations of the arc tube. Immediately afterwards, α was set back to 0 % and fex
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Figure 4.11. Exemplary behaviour of the voltage drop during determination of
acoustic eigenfrequencies.

was increased to the next frequency step. Additionally, an upper limit of α = 12%,

which is sufficient to excite ARs [44], was defined to restrict the duration of the

experiment.

Figure 4.11 displays both cases of measurement abortion. A voltage fluctuation

of more than Vfluc occurs at fex = 40.0kHz and α = 6%, and the voltage limit Vlim

is exceeded at fex = 40.5kHz and α = 10%. For the 35 W lamp, the excitation

frequency was generally increased from 35 kHz to 50 kHz in 500 Hz-steps to excite

the first instability at around 42 kHz (see Section 5.2.2). The modulation depth was

increased from 0 % to 12 % in 2 %-steps.

A different measuring procedure was used to detect the hysteresis effect (Sec-

tion 5.5). The starting phase and the definition of Vref are the same as in the proce-

dure used to measure ARs. Instead of varying the modulation depth at a constant

excitation frequency, the modulation depth was set to a constant value, which had

to be high enough to stimulate arc flicker. The excitation frequency was increased

from low frequencies and decreased from high frequencies. These procedures are

also called forward and backward frequency sweeping [62]. In both cases, the

investigated resonance frequency lies between the starting and ending frequency.

The initial excitation frequency was set to a value some kHz off the resonance

frequency. For the 35 W lamp, 37 kHz were used for forward and 47 kHz for back-
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ward sweeping. At each frequency step, the potential drop was measured every

0.5 s, and the power was regulated to keep it at its nominal value. The step size of

the frequency was 50 Hz. The dwell time at these conditions was 10 s so that the

lamp was able to reach a stationary state, which means that the temperature inside

the arc tube, the voltage drop between the electrodes, the irradiated light, etc. do

not change any more. If one of the voltage measurements exceeded the reference

voltage by 8 V or if the voltage fluctuated by more than 1.5 V, the experiment was

terminated. When none of these criteria was fulfilled, the experiment was contin-

ued until the excitation frequency reached 37 kHz and 47 kHz, respectively.

The camera was used for two investigations: (1) brightness measurements

were performed at stable operating conditions (no acoustic excitation, i.e. α = 0%)

when the lamp had reached its stationary state. These experimental results serve

to validate the stationary simulation results (Section 5.1.2). (2) videos of the flick-

ering discharge arc were recorded. These results were compared to the simulation

results that incorporate the AS effect (Section 5.5). Furthermore, the brightness

fluctuations were simultaneously recorded with the photodiode to test if light in-

tensity fluctuation and discharge arc motion correspond.



Chapter 5

Results

5.1 Discharge Arc at Stable Operating Conditions

The investigations of the HID lamp operated at stable operating conditions serve

to qualitatively and quantitatively validate the simulation model. For this purpose,

accompanying experiments were performed. Additionally, results of similar inves-

tigations of other researchers are evaluated. The results of all investigations are

compared and discussed.

5.1.1 Simulation

The model includes the calculation of the flow field, the electric potential and the

temperature field to simulate the discharge arc at stable conditions. Therefore, the

coupled system of differential equations, that describe the conservation of charge,

energy, momentum and mass, complemented by the ideal gas law, have to be con-

sidered. The equations, their corresponding boundary conditions and the material

coefficients have already been described in Sections 4.2 and 4.3.2. These serve to

define the conditions in all FE nodes and to set up the system of equations. The

solution process of this stationary step is summarised in Appendix B. The solution

contains the electric potential, the flow field as well as the temperature field that

serves to determine the space-dependent gas density and speed of sound for the

calculation of the acoustic eigenmodes and the corresponding frequencies, which

are presented in Section 5.2.

Figure 5.1 shows the electric potential field inside the arc tube. Since the elec-

tric ground was placed in the centre point and the model is symmetric with respect

to the x-z-plane (see Figure 5.9), the electric potential equals zero in this plane.

65
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Figure 5.1. Electric potential inside the arc tube of the HID lamp at stable operating
conditions. Left: Contour lines on the x-y- and y-z-plane of the 3D model. The
contour lines for ±35 V and ±40 V are not shown because these are practically
identical with the±30 V lines. Right: Electric potential drop between the electrode
tips along a line defined by~r = (0,y,0)T mm.

The definition of the current density at the electrodes with inverse signs (Equa-

tion 4.13) leads to positive voltages at the one electrode and negative voltages at

the other electrode. The absolute voltages are symmetric to the x-z-plane, i.e. the

absolute voltage at the point~r = (x,y,z)T equals the absolute voltage at the point

~r = (x,−y,z)T.

Additionally, Figure 5.1 (right) shows the voltage drop between both electrodes

that linearly increases in the discharge arc except for a small region in front of the

electrodes. Here, much higher electric field strengths are required to transport

the charged particles. This behaviour was detected and described in other inves-

tigations of HID lamps as well [39,101,102]. The simulation results in electrode

sheath voltages of over 5 V that slightly differ due to the limited accuracy of the

simulation. The minimum and maximum voltages in the arc tube occur not directly

at the tip of the electrodes because the current-carrying surface was defined to be

the electrode tip as well as the cylinder jacket. Therefore, the total voltage drop in

the simulation results in 83.0 V.

The source term of the energy conservation equation (Equation 3.5) is the dif-

ference of the ohmic loss generated by the ohmic resistance of the plasma and

the temperature-dependent emission (Section 4.2, Figure 4.3). As the electric field

strength is maximal in the electrode sheath, the majority of the 35 W is induced

here. This leads to high temperature peaks of approximately 4800 K that can be

observed in Figure 5.2. These temperature peaks are also called hot plasma spots.

The temperature of the discharge arc is approximately 4200 K and decreases in the

direction of the arc tube wall that has a minimum temperature of 1450 K, which
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Figure 5.2. Temperature field inside the arc tube of the HID lamp at stable oper-
ating conditions. Left: Temperature distribution in the y-z-plane figured as height
expression. Right: Temperature distribution in the three planes (x-y-, y-z-, x-z-
plane).

represents the previously specified coldest spot temperature that defines the vapour

pressure of the lamp ingredients. Due to the buoyancy caused by the gravitational

force, the discharge arc is bent upwards (positive z-direction) off the geometrical

symmetry axis. Consequently, the temperature gradient from the discharge arc to

the upper wall is larger than the gradient from the discharge arc to the lower wall.

The temperature drops from the hot plasma spots to 3460 K at the electrode tip.

The spatial distance of these temperature values is only 120 µm so that a large tem-

perature gradient occurs. The distance matches simulation results with a similar

HID lamp configuration with a nominal power of 100 W that determined 100 µm

to 250 µm [99] or 30 µm to 150 µm [100], respectively.

The temperature distribution of Figure 5.2 already indicates the convection flow

inside the arc tube. During stable operation, solely the gravitational force drives

the fluid. The temperature in the discharge arc is higher than in the vicinity of

the wall, i.e. the mass density inside the discharge arc is lower. This leads to

an upward-directed, laminar flow in the centre of the arc tube (Figure 5.3). The

fluid flow in the vicinity of the wall is directed downwards. The maximal velocity

of this buoyancy-driven flow is 85 mms−1 and occurs 0.26 mm above the lamp

centre. Figure 5.3 also demonstrates the necessity of a 3D model. The upward

bending of the temperature field leads to a field that is not rotationally symmetric

according to the y-axis any more. This rotational symmetry is mandatory for a 2D

axisymmetric model. Consequently, all three spatial dimensions are required to

adequately describe the HID lamp operated horizontally.
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Figure 5.3. Convection pattern inside the arc tube of the HID lamp at stable oper-
ating conditions represented by the x-z- and y-z-plane.

The investigations of the temperature and the flow field reveal that the results

are symmetric to the x-z-plane and the electric potential is antisymmetric. Hence,

a 3D quarter instead of a half model is sufficient to describe the HID lamp at stable

operating conditions. Nevertheless, the model dimension was retained because the

symmetry breaking phenomenon described in Section 5.4 leads to unsymmetrical

fields that would not be adequately described by a quarter model.

To compare the simulation results and the experimental light intensity mea-

surements presented in the next section, two methods were selected. The first

method determines the maximal temperature values in x-direction for each pair of

y/z coordinates. The y-z-plane equals the focal plane of the camera. The highest

temperature values are selected because these emit a large ratio of the radiation.

For the second method, the emitted radiation of the discharge arc is simplified

as a Planck radiator so that the light emission in a specific wavelength range can

be calculated on the basis of the temperature. Therefore, the total emission (Equa-

tion 3.11) is calculated in each finite element node. The lower bound of integration

in Equation 3.11 is set to 400 nm and the higher bound to 900 nm in accordance

with the spectral sensitivity of the camera [183]. The resulting emission is inte-

grated in x-direction.

Figure 5.4 shows the results of both methods. The distance of the black curves

in the figure to the horizontal symmetry axes (y-axis) is defined as arc deflection.
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Figure 5.4. Determination of the arc deflection: Maximal temperature values in
250 K-steps projected onto the y-z-plane (left). Integration of the black-body ra-
diation in the x-direction (right). The black line indicates the mean position of
all values that are larger than 95 % times the highest value as a function of the
y-coordinate.

Due to the symmetry of the model and the results, the arc deflection is maximal in

the centre (y = 0mm) of the arc tube. In case of the projected maximal temperature

values, the maximal arc deflection is 0.84 mm. When assuming the lamp as an

ideal Planck radiator, the maximal arc deflection is only 0.63 mm and, thus, 25 %

smaller. In contrast to the distinctive hot plasma spots in Figure 5.4 (left), the

integrated power density in Figure 5.4 (right) shows a consistently high radiation

density between the electrodes. Moreover, the high gradient towards the arc tube

wall leads to the impression of a constricted arc. The constriction is caused by the

power, which is proportional to T 4 (see Equation 3.11) so that the contribution of

temperatures below 3000 K to the sum of radiated power is negligibly small.

5.1.2 Experiment

For the measurement of physical quantities at stable conditions, the lamp was oper-

ated at a square-wave voltage with a carrier frequency of 400 Hz and at the nominal

lamp power of 35 W. The electric potential drop and the electric current were mea-

sured with the power analyser. The light intensity was recorded by camera. Its focal

plane was aligned to be parallel to the y-z-plane of the arc tube. For the maximal

image contrast, the aperture was adjusted so that the saturation was reached at the

point with the highest light intensity. In the x-y-plane, no arc deflection occurs at

stable conditions. This was confirmed by top-down light intensity measurements.

The experiments were performed for twelve lamps of the same kind.
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Figure 5.5. Experimental determination of arc deflection at stable operating con-
ditions. Left: Exemplary light intensity measurement of a horizontally operated
HID lamp. The black line indicates the mean position of all light intensity values
that are larger than 95 % times the highest light intensity as a function of the y-
coordinate. Right: Average (black line) and standard deviation (grey area) of the
arc deflection of twelve lamps.

Measurements of the electric potential over time reveal that a fully stationary

state is never reached. Even at stable operating conditions, the voltage drop be-

tween the electrodes slightly changes. The voltage varies by up to 2 V within a

time frame of a few minutes. Therefore, the mid-range voltage calculated from

the maximum and minimum value for each lamp is determined and used here-

inafter. The stationary voltage of the lamps ranges from 88.6 V to 94.2 V. As

the plasma acts as an ohmic resistance, the voltage drop depends on the "length"

and the "cross-section" of the discharge arc. These hypothetical values are influ-

enced by the geometry of the arc tube, the distance of the electrodes, the amount

and composition of the plasma ingredients, etc. and are subject to tolerances in

the manufacturing process. The mean value and standard deviation for all twelve

samples is (91.3±2.1)V. Furthermore, the voltage drop depends on the lamp age.

Similar lamps have shown a voltage drop of 78 V when operated for 200 h and 85 V

after 8000 h of operation [65].

The main results of the optical measurements are presented in Figure 5.5. The

fluid flow bends the discharge arc upwards so that an arc deflection of 0.99 mm at

y = 0mm occurs in the exemplary image shown on the left-hand side of the figure.

Additionally, this image illustrates the translucency of the tube wall [60]: The

image is not sharp, but blurred. As the arc tube consists of two welded half-shells,

the weld seam refracts the light. Consequently, a lower intensity in the z-direction

is measured that appears as a vertical stripe at y≈ 0mm.
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Figure 5.6. Experimental determination of arc deflection at stable operating condi-
tions. Average (black line) and standard deviation (grey area) of the arc deflection
of lamp sample 1 measured ten times. The electrode gap is between y =−2.4mm
and y = 2.4mm.

The right-hand side of the figure shows the arc deflection measurements of all

twelve samples. The black line indicates the mean position of all light intensity

values that are larger than 95 % times the highest light intensity as a function of the

y-coordinate. Additionally, the standard deviation of the arc deflection is displayed

in grey. The light refraction due to the weld seam can be observed in the graph

as well. It shows up as a small dip at y≈ 0mm. The essential segment is the

inter-electrode region that ranges from−2.4 mm to 2.4 mm. Here, the maximal arc

deflection is 0.96 mm on average. The standard deviation of the arc deflection in the

inter-electrode region is nearly constant and has a value of 0.10 mm. Furthermore,

the figure reveals that the arc deflection at the electrode tips does not approach

z = 0mm, but is rather located 0.52 mm above the electrodes.

In addition to the experimental investigations of all samples, the arc deflec-

tion of one lamp was measured ten times including switching off the lamp be-

tween the measurements. The resulting arc deflection diagram is shown in Fig-

ure 5.6. The results are similar to those presented in Figure 5.5: The maximal

arc deflection between the electrodes is (1.00±0.10)mm and the arc deflection is

(0.50±0.09)mm at the electrode tip.
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5.1.3 Comparison and Discussion

The results of the discharge arc at stable operating conditions have shown similar-

ities and differences in the simulations and experiments. The results of the voltage

drop, the temperature field and the arc deflection are compared and discussed.

The resulting voltage drop in the simulation (83.0 V) is 9.1 % smaller than the

mean potential drop measured in the experiments (91.3 V). In the model, the ge-

ometry of the electrodes was fundamentally simplified. This is associated with a

significantly lower number of degrees of freedom of the finite element mesh, but

has the drawback of an inaccurate computation of the voltage drop in this area.

Moreover, the simulation does not consider the diverse effects in the plasma sheath

directly in front of the electrodes [105]. Due to the simplification of the elec-

trode geometry to a cylinder and the definition of the front and the lateral surface

as the current-carrying parts, it cannot be expected that the electric field near the

electrodes is calculated accurately. Nonetheless, a more detailed electrode geom-

etry and a sheath model are not incorporated in the model because these are of

minor importance for the simulation of the flicker phenomenon. The temperature-

dependent electric conductivity and the simplified definition of the non-LTE elec-

tric conductivity can also be a source of inaccuracies. The influence of the transport

coefficients and main geometrical dimensions on the voltage drop is described in

Section 5.3.

The temperature inside the arc tube is crucial for the determination of the elec-

tric field because the electric conductivity is temperature-dependent. The temper-

ature of the discharge arc is approximately 4200 K and the temperature of the hot

plasma spots is around 4800 K. Compared to the simulated arc tube temperatures

of an HID lamp of similar type [33], these temperatures are relatively low. It has

been reported that the hot plasma spots have a maximum temperature of 7500 K,

and the temperature of the discharge arc is approximately 5200 K.

The reasons for the lower temperature of the discharge arc are mainly caused

by the transport coefficients and temperature-dependent material parameters that

are input variables of the simulation and were externally derived [145]. The most

important parameters are the thermal conductivity of the arc tube filling and the

power that is emitted by radiation. The influences of these variables on the temper-

ature are described in Section 5.3.

The temperature in the vicinity of the electrodes is mainly affected by the shape

of the current-carrying part of the electrode, e.g. the hot spot temperature is much

higher when the electrode tip has a conical instead of a flat form [101]. Therefore,
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Figure 5.7. Comparison of arc deflection curves: The experimental result of the
light intensity measurements (green), the projected maximal temperature values
(dark blue) and the integrated Planck radiation (light blue).

the resulting lower hot spot temperatures are caused by the simplified electrode

geometry already mentioned before. Recent simulations with the same geomet-

ric model, in which only the electrode tip and not its lateral surface was defined

as current-carrying part, have shown that a much higher hot spot temperature of

6900 K can be obtained and that the temperature of the discharge arc likewise in-

creases to 4300 K. Such a model requires additional finite element nodes to resolve

the higher temperature gradient between the increased hot spot temperature and the

relatively cold electrode tip. Hence, the solving time significantly increases.

The comparison of the resulting arc deflections presented in Figure 5.7 be-

tween the simulation and the experiment shows differences. The maximal deflec-

tion obtained with the projected maximal temperature values (0.84 mm) is 11.6 %

smaller than the mean arc deflection measured in the experiments (0.95 mm). The

approach, which simplifies the discharge arc as an ideal Planck radiator, has a max-

imal arc deflection (0.63 mm) that is 33.7 % smaller. In the near-electrode region,

differences between the arc deflections can be observed as well. The measured light

intensity distribution has its maximum at z = 0.52mm, whereas both simulation

results drop down to z≈ 0.1mm. However, the shape of the arc deflection curves

of the integrated Planck radiation and the light intensity measurement show good

accordance. When the arc deflection curve of the integrated Planck radiation is dis-
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placed by 0.3 mm in the positive z-direction, both curves match perfectly. These

similarities can also be seen in the intensity distributions in Figures 5.4 (right) and

5.5 (left). The maximal intensity occurs in the discharge arc and is consistently

high. The plasma hot spots near the electrodes are not visible as it is the case for

the maximal temperature values in Figure 5.4 (left).

The reasons for the arc deflection differences are diverse: The main reason is

that the measured and the simulated quantities differ (light intensity vs. maximal

temperature values or idealised Planck radiation, respectively). Hence, no perfect

accordance can be expected. Another important reason is that the PCA material

of the arc tube is not transparent, scatters the light and, therefore, is inappropriate

for optical diagnostic measurements. Additionally, the round surface of the arc

tube and the outer wall refract the emitted light so that the arc deflection observed

from the outside is different to the one inside the tube. Particularly, the results in

the vicinity of the electrodes are distorted when the electrode is composed of a

rod and a coil [30], which is the case for the investigated HID lamp. In the sim-

ulation model, these optical effects are not included and the electrode geometry

is simplified. Due to the relatively low temperature of the arc tube filling in the

model compared to results of a similar lamp [33], the impact of the gravitational

force is low. Thus, a higher temperature difference between the plasma and the

arc tube wall would be equivalent to an increasing buoyancy that would lead to a

higher fluid velocity and a larger arc deflection. The effect would be dampened by

an increasing heat loss that results from the increasing temperature gradient near

the wall [36]. Furthermore, the emitted light of an HID lamp was only approxi-

mated by a Planck radiator. The material-specific discrete emission lines are not

considered.

Despite the quantitative deviations between experiment and simulation, the

model qualitatively describes the important physical phenomena and, therefore,

is retained for the subsequent simulation steps. Furthermore, the investigations fo-

cus on the flicker phenomenon that is qualitatively not affected by the differences

of the discharge arc at stable operating conditions.

5.2 Acoustic Response

In the experiments, the impact of the acoustic excitation on the electric param-

eters of the discharge arc are measured. To compute the acoustic response, an

eigenvalue analysis is performed that bases on the temperature field as described
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Figure 5.8. Simulation results of the three acoustic eigenmodes corresponding to
the lowest eigenfrequency. The images illustrate the absolute value of the acoustic
pressure |p|. Blue indicates |p|= 0 and red the maximum of |p|. The correspond-
ing frequencies are: 33.1 kHz (left), 47.8 kHz (middle), 48.1 kHz (right).

in Section 5.1.1. The results of the simulation and the experiments are compared.

5.2.1 Finite Element Calculations

The acoustic response was determined in the complete 3D model of the arc tube to

obtain the modes that have an acoustic pressure node in the y-z-plane. For its de-

termination, the formulae in Section 3.2.1 were used. As the mass density and the

speed of sound are temperature-dependent, the calculated temperature distribution

was mirrored at the y-z-plane to make it available in the full domain.

In Figure 5.8 the three acoustic eigenmodes corresponding to the lowest eigen-

frequencies are depicted. These derive from the solution of the homogeneous wave

equation (Equation 3.18) and its appropriate boundary condition (Equation 4.15).

The images show the absolute value of the acoustic pressure at the eigenfrequen-

cies 33.1 kHz (left), 47.8 kHz (middle) and 48.1 kHz (right). The eigenfrequen-

cies of the second and third mode are almost equal. The gravity, which bends the

discharge arc upwards off the symmetry axis, prevents the formation of two de-

generate modes. Under microgravity conditions, these modes would degenerate: a

rotation of the third mode by 90◦ around the y-axis would equal the second mode.

Particularly, the second mode visualises the non-rotationally symmetric tempera-

ture distribution inside the arc tube because the absolute pressure of the antinode

at the top of the arc tube (z = 3.0mm) is 40 % smaller than the pressure of the

antinode at the bottom (z =−3.0mm). Higher eigenfrequencies occur at 53.3 kHz,

64.2 kHz and 65.2 kHz. The latter two frequencies would degenerate under micro-

gravity conditions as well.

The inhomogeneous wave equation (Equation 3.14) was solved to obtain the

acoustic pressure amplitude as a function of the excitation frequency fex. The

amplitudes in Figure 5.10 result that depend on their location inside the arc tube
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Figure 5.9. Location of five evaluation points inside the arc tube: Centre of the tube
~r1 = (0,0,0)T mm, top end of the tube ~r2 = (0,0,2.9)T mm, in the front of one
electrode ~r3 = (0,2.38,0)T mm, in the front of the arc tube ~r4 = (2.9,0,0)T mm.
The point at~r5 = (0,0,−2.9)T mm will be used later on.

(Figure 5.9). These curves are also named acoustic response functions. For ex-

ample, for the first eigenfrequency at fex = 33.1kHz an amplitude peak appears

at a point located in front of one of the electrodes (~r3, green curve). The eigen-

mode in Figure 5.8 (left) already shows an acoustic pressure higher zero (|p|> 0)

at this point. The other three curves in Figure 5.10, that correspond to the points~r1

(dark blue curve), ~r2 (red curve) and ~r4 (light blue curve), do virtually not show

amplitude peaks at fex = 33.1kHz because these points are located at pressure

nodes. Actually, no amplitude peaks in the amplitude response function appear

at the eigenfrequencies 64.2 kHz and 65.2 kHz because the corresponding modes

possess pressure nodes at all four points, where the pressure was evaluated (Fig-

ure 5.9). The profile of these frequency-dependent amplitudes are assumed to be

of a Lorentzian shape (Equation 3.22).

The amplitudes A j, which represent the contribution of the jth-mode to the

response curve, are determined by the excitation and the damping. A prerequisite

for a strong resonance is a large excitation amplitude

A j ∝

∫
Vc

p∗jH dV . (5.1)

that is proportional to the overlap integral of the power density of heat generation

H (~r) and the conjugate complex of the acoustic pressure mode p∗j (~r). The power
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Figure 5.10. Calculated amplitude response function at four positions inside the
arc tube (see Figure 5.9). Dark blue:~r1, red:~r2, green:~r3, light blue:~r4.

density represents the source term of the Elenbaas-Heller equation (Equation 3.5),

which is the Joule heat less the emitted radiation. The power density is large inside

a region with a temperature larger 4000 K and small in the remaining volume of

the arc tube. Hence, the magnitude of the overlap integral strongly depends on

the spatial distribution of the acoustic pressure that is obviously different for each

eigenmode.

The pressure node of the first eigenmode (Figure 5.8, left) coincides with the

x-z-plane. Consequently, the resulting overlap integral is small in this region de-

spite a large power density. In the volume, where the acoustic pressure is high,

the power density is low (T < 4000K). Altogether, no strong excitation of the first

eigenmode occurs. The situation for the second eigenmode is quite different be-

cause the positions of the power density and the pressure node do not coincide.

This results in a significant overlap in the region between the electrodes (Equa-

tion 5.1). Hence, a high acoustic pressure is expected, which impacts the fluid

flow. Therefore, detailed investigations of this mode are presented in Sections 5.4

and 5.5.

Figure 5.11 shows the total loss factors, which comprises viscous and heat

conduction losses. The loss factor equations (Equations 3.25, 3.26, 3.29, 3.31)

together with the Equations 3.23 and 3.24 for the layer thickness show that the
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Figure 5.11. Total loss factor as a function of the excitation frequency.

damping rises with increasing viscosity and heat conductivity. Furthermore, the

volume losses linearly increase with the excitation frequency. Hence, the sound

absorption is large enough to dissipate the excitation energy and to avoid visible

distortion of the discharge arc when the excitation frequency exceeds a specific

value. Experimental investigations revealed that this frequency is approximately

500 kHz [32,46,65].

5.2.2 Experimental Investigations

In the experiment, arc flicker is detected by measurements of the voltage drop

between the electrodes as described in Section 4.4 and schematically depicted in

Figure 4.10. Generally, an AR is excited when the operating frequency of the power

signal equals an acoustic eigenfrequency of the arc tube. Arc flicker is excited

when a certain power threshold of the alternating part of the signal is exceeded. In

this work, the power threshold is adjusted by the modulation depth of the voltage

signal.

Figure 5.12 presents an overview of a wide frequency range of 20 kHz to

200 kHz, in which arc flicker in the investigated HID lamp occurs. The modu-

lation depth in this experiment was varied from 0 % to 10 % in 1 %-steps. In the

grey-coloured area, no arc flicker was detected and, hence, the lamp could stably

be operated. The maximum modulation depth was not reached at some excita-
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Figure 5.12. Experimental detection of acoustic instabilities over a wide frequency
range. The data originate from lamp number 4.

tion frequencies because the voltage drop exceeds one or even both termination

criteria. These consist of the voltage fluctuation Vfluc ≥ 1.5V measured at one op-

erating point (specific excitation frequency fex and modulation depth α) and of a

voltage limit of Vlim ≥Vref +5.0V that exceeds the reference voltage measured at a

modulation depth of 0 %. Thus, the termination prevents operation at higher mod-

ulation depths at this excitation frequency to prevent lamp failures that are caused

by temperature fluctuations or exceedingly high temperatures inside the arc tube.

The results show that the lowest excitation frequency leading to arc flicker is

approximately 42 kHz and occurs in a relatively narrow frequency band. Around

95 kHz and 120 kHz, wider frequency bands are affected by arc flicker. The wider

range can result from excitations of more than one acoustic eigenmode. The sim-

ulation results (see Figure 5.10) have already shown that a lot of eigenfrequencies

occur in this frequency range. Figure 5.12 also reveals that for some excitation fre-

quencies a modulation depth of 4 % is sufficient to excite ARs and, consequently,

terminate the measurement.

For a more detailed analysis, the AR at the lowest frequency, that shows arc

flicker, was chosen in order to reduce the probability of measuring a superposi-

tion of acoustic eigenmodes. The frequency region of these detailed measurements

ranges from 35 kHz to 50 kHz in 500 Hz-steps, and the modulation depth was in-
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Figure 5.13. Measurement of the AR at the lowest excitation frequency, at which
arc flicker occurred. The data originate from lamp number 4.

creased from 0 % to 12 % in 2 %-steps. Figure 5.13 shows the detection of the AR

of a certain lamp (number 4). In addition to the threshold value of the modula-

tion depth for each excitation frequency, the corresponding result of the measured

voltage drop for each operating point is shown. In the scale, the reference voltage

Vref = 90.4V is pointed out. Measured voltages that are higher than Vref are marked

in red and operating points with a lower voltage are coloured green. The scale of

the excess voltage is limited to 5.0 V, which corresponds to Vlim. Additionally,

the measured voltage at the last operating point for each excitation frequency is

presented. A higher voltage is the result of an increasing arc length so that the

arc deflection increases as well [38]. In contrast to that, the green colour indi-

cates operating points with a decreasing arc deflection (arc straightening). The

intensity of the colour represents the strength of the voltage difference to Vref and,

consequently, the strength of the deflection change. This was observed by eye

and proved by measurements with the camera. For example, Figure 5.13 shows

at fex = 36.0kHz and α = 8% a pale red colour, which indicates a 0.7 V higher

voltage than the reference voltage: Vref +0.7V = 91.1V.

The information, which termination criterion was reached in the experiment,

can also be extracted from Figure 5.13. When the operating point is marked in a

shade of red and a voltage difference below 5.0 V is given, Vlim was reached (e.g.

fex = 39.5kHz, α = 12% or fex = 41.5kHz, α = 4%). When the operating point

is marked in bright red or even green and a value less than 5.0 V is presented, Vfluc
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prevented operation at higher modulation depths (e.g. fex = 43.5kHz, α = 6% or

fex = 44.0kHz, α = 8%).

In general, two different discharge arc behaviours can be observed in Fig-

ure 5.13 that are caused by different mechanisms. Up to fex = 42.5kHz, the voltage

increases when increasing the modulation depth. At higher excitation frequencies,

the voltage decreases. The strength of the voltage difference to Vref rises with in-

creasing modulation depth because the share of the excitation part in relation to the

stable part grows. The two local minima in the modulation depth are related to two

different modes. The results of lamp number 4 highlight that the first minimum

occurs at fex = 41.5kHz and the second minimum at fex = 43.5kHz. The volt-

age exceeds Vlim at fex = 41.5kHz, whereas a fluctuating voltage Vfluc of a slightly

straightened arc was detected at fex = 43.5kHz. At the three measured frequencies

between these two minima, the experiment terminated at α = 12%. The measured

voltage at α = 2% and fex = 42.0kHz is conspicuous because it is considerably

higher than voltages at the same modulation depth at other excitation frequencies.

The reason for this behaviour will be explained by the results of the recursion loop

simulations, which are presented in Section 5.5.

The described measurements were performed for twelve lamps. The measure-

ments serve to identify the mean values as well as the standard deviations of the

reachable modulation depths and the frequencies, at which the lowest modulation

depth is attained. Qualitatively, the results coincide with those presented before-

hand; especially the results shown in Figure 5.13. Up to excitation frequencies,

at which the lowest modulation depth occurs (e.g. fex = 42.0kHz at lamp number

4), the voltage increases with modulation depth. At higher excitation frequencies,

arc straightening, i.e. a decreasing voltage with increasing modulation depth, was

detected. Quantitatively, the results differ from lamp to lamp of the same kind

because geometry and gas composition tolerances occur in the manufacturing pro-

cess. During the measurements, one of the lamps exploded at fex = 40.5kHz and

α = 12% so that its measurement results were excluded in the following calcula-

tions.

Figure 5.14 presents the averaged results. The minimal modulation depth, that

terminates the experiment, is 3.8 % and occurs at fex = 41.5kHz. Moreover, at

fex = 43.5kHz a second local minimum is visible, at which a mean modulation

depth of 7.6 % is necessary for the excitation. The lines indicating the standard de-

viation unveil considerable differences from lamp to lamp in the modulation depth

that is required to excite AR in the arc tube. For example, at fex = 41.5kHz the
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Figure 5.14. Determination of ARs at different excitation frequencies and modu-
lation depths. The blue bars represent the mean values of eleven lamps, and the
black lines mark the standard deviations of these lamps.

standard deviation of the modulation depth is 3.2 % and, therefore, nearly equals

the mean value. Contrarily, the frequency, at which the least modulation depth is

required for the excitation, only ranges from 40.0 kHz to 42.0 kHz. Therefore, the

experimental AR frequency is (41.4±0.4) kHz.

In addition to the experimental investigation of different lamps, one lamp was

tested ten times in the frequency range of 36.0 kHz to 46.0 kHz in 500 Hz-steps

and at modulation depths of 0 % to 12 % in 1 %-steps. The mean values and stan-

dard deviations are depicted in Figure 5.15. Compared to the measurement results

of eleven lamps, the standard deviation of the modulation depth is significantly

lower, e.g. α = (3.1±0.6)% at fex = 41.5kHz. The result of the AR frequency

is (41.6±0.2) kHz. Therefore, the high standard deviations are due to the lamp

differences and are not caused by the measurement system.

Experiments in the frequency range of 62.0 kHz to 68.0 kHz with the same

measurement procedure were conducted because the simulation shows two eigen-

modes at 64.2 kHz and 65.2 kHz. Since a modulation depth of 10 % (Figure 5.12)

is not sufficient to induce light flicker, the modulation depth was increased in 2 %-

steps up to 16 %. The results of the six tested lamps summarises Figure 5.16. The

modulation depth, which is required to reach the termination criteria, has a minimal
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value of (9.7±3.7)% at an excitation frequency of 65.5 kHz and (10.3±4.5)%

at fex = 66.0kHz. The frequency, at which the least modulation depth is required

for the excitation, is (65.8±0.2) kHz. Furthermore, the measured results reveal

that the measurements always terminated because of a fluctuating voltage Vfluc. In

contrast to the measurement results around 41 kHz (Figure 5.13), no significant

voltage increase was detected. Moreover, the voltage fluctuations and, therefore,

the arc movements were comparably small. A similar behaviour of the discharge

arc for all six lamps was detected at frequencies above the resonance frequency;

the excitation leads to a decreasing voltage with increasing modulation depth, i.e.

arc straightening.

5.2.3 Comparison and Discussion

The excitation frequencies, at which the discharge arc flickers, are experimentally

determined by measurements of the voltage drop between the electrodes. In the

simulation, the results of the eigenmode analysis show the acoustic pressure distri-

bution and the corresponding eigenfrequencies.

The simulation computes the first acoustic eigenfrequency at 33.1 kHz. As has

been described in Section 5.2.1, the resulting excitation amplitude of this mode is

weak and, hence, no acoustic instabilities are expected. This corresponds to ex-

perimental observations because no significant deviation from the voltage at stable

operating conditions was detected in this frequency region.

The second eigenfrequency occurs at 47.8 kHz and corresponds to the exper-

imentally determined resonance frequency at 41.4 kHz. The simulated frequency

is therefore 6.4 kHz or 15.5 % higher. Since the material parameters (mass den-

sity and speed of sound) of the homogeneous wave equation (Equation 3.18) are

temperature-dependent, an incorrect temperature field deteriorates the resulting

eigenfrequencies. The main reason for the temperature deviation of the simula-

tion to experimental findings were already discussed in Section 5.1.3: A simpli-

fied model of the electrodes and inaccurate transport coefficients that are further

analysed in Section 5.3. The extended model, that includes the recursion loop,

computes a smaller difference between the experiment and the simulation. The

resonance frequency of the second eigenmode reduces to 46.3 kHz so that the dif-

ference to the experiment diminishes to 11.8 %. The reason for the altered eigen-

frequency of the extended model are presented in Section 5.5.

The correspondence of the third eigenmode at 48.1 kHz and its experimental

equivalent at 43.5 kHz were not further investigated. Light flicker was also mea-
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sured at an excitation frequency of 65.8 kHz. In the simulation, two eigenmodes

at 64.2 kHz and 65.2 kHz were detected that differ maximal 2.5 % from the exper-

imental value.

In contrast to the straightforward comparison of the frequencies, a compara-

bility of the pressure amplitude of the simulation and the voltage changes in the

experiments is inappropriate. The impact of the acoustically induced flow on the

voltage drop is treated in Section 5.5, in which the recursion loop is incorporated.

There, the simulated voltage is compared to the measured voltage.

With regard to the amplitude (modulation depth), the experimental results show

an increasing loss with an increasing excitation frequency because the modulation

depth necessary to excite flicker increases. Figure 5.12 reveals that up to 120 kHz

a modulation depth of 4 % is sufficient to excite flicker, but a higher modulation

depth is necessary at frequencies beyond 120 kHz. The simulation results in Fig-

ure 5.11 also show the trend of an increasing loss factor when raising the excitation

frequency. However, the increase is weak, which might be explained by loss mech-

anisms not considered in the simulation due to geometrical simplifications and no

sharp edges [71].

5.3 Sensitivity Analysis

Geometrical deviations and gas composition tolerances in the manufacturing pro-

cess influence the physical properties considered in this work. Additionally, ageing

effects can alter discharge arc properties. The sensitivity analysis serves to identify

the impact of different transport coefficients and main geometries on characteristic

arc tube properties. Furthermore, the investigation enables detection of parame-

ters that enlarge the frequency region, in which the excitation of ARs is prevented.

As characteristic properties, the maximal temperature inside the arc tube Tmax, the

voltage drop between the electrodes Vdrop, the maximal velocity umax and the fre-

quency of the second eigenmode f2nd were chosen.

In case of the transport properties, the absolute pressure, the dynamic viscosity,

the electric conductivity, the radiation loss and the thermal conductivity of the arc

tube filling were varied. The nominal values can be found in Section 4.2 and espe-

cially in Figure 4.3. The curves as well as the absolute pressure of 2.8 MPa were

multiplied with 0.8, 0.9, 1.1 and 1.2. The results of the investigations are shown in

Table 5.1.

When the absolute pressure inside the arc tube is higher than the reference pres-
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Table 5.1. Influence of material functions on important arc tube characteristics.
Vdrop is the voltage drop between the electrodes, Tmax the maximal temperature
inside the arc tube, umax the maximal velocity and f2nd the frequency of the second
eigenmode. The values in parentheses are the relative differences to the nominal
value at 100 %.
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sure, the mass density increases according to Equation 3.9. This leads to a higher

gravitational force so that the maximal velocity increases. This is confirmed by

the data in Table 5.1 and by experimental results of a high-pressure sodium lamp

[186]. The higher velocity in turn increases the arc deflection, which results in

an increased voltage drop between the electrodes and a decreasing second eigen-

frequency at increasing pressure. In contrast to the altered temperature field that

is characterised by the higher arc deflection, the maximal temperature of the hot

plasma spots remains unchanged.

An increasing radiation loss in the arc tube leads to a lower peak temperature

because more heat is radiated particularly from the hot spots. Furthermore, an

increasing radiation loss results in a temperature field with smaller gradients in

the whole arc tube leading to a slightly decreased maximal velocity. However, the

voltage drop increases.

The electric potential drop is mainly determined by the electric conductivity

of the arc tube content. A 20 % decrease of the electric conductivity increases

the potential drop by almost 10 V. The voltage increases because a lower electric

current can be transported through the plasma and, therefore, a higher voltage is

necessary to keep the electric power constant. Surprisingly, Tmax, umax and f2nd

are not changed at all by an altered electric conductivity. Hence, the temperature

field and the heat source (Equation 3.16) remain constant when varying the electric

conductivity. The reason is that the input power (35 W) is kept constant so that an

increasing electric conductivity is compensated by a decreasing electric field (see

Equation 3.2).

The impact of the dynamic viscosity is mainly restricted to the fluid velocity

because this material parameter is necessary to solve the Navier-Stokes equation

(Equation 3.6). Furthermore, it is important for the calculation of the acoustic loss

due to shear stress (Equations 3.26 and 3.29). An increased velocity raises the

arc deflection and, hence, results in a higher voltage drop. The influence on the

maximal plasma temperature is negligibly small.

When the thermal conductivity is lower than its reference value, a higher max-

imal temperature occurs, which seems plausible. The higher temperature leads to

a lower mass density because the absolute pressure is kept constant (Equation 3.9).

Consequently, the buoyancy decreases, the arc straightens and a lower voltage is

required to transport the electric current. The trend of the second eigenfrequency

is always determined by the maximal fluid velocity: An increasing umax decreases

f2nd and vice versa. Hence, the increasing maximal fluid velocity when increasing
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the thermal conductivity leads to a decreasing second eigenfrequency.

Altogether, the impact of the altered material properties is limited. Despite a

variation of up to 20 % referred to the reference value, the investigated parameters

only change slightly. Particularly, the considered acoustic eigenfrequency remains

approximately constant. The voltage drop is influenced by the electric conductivity

and the maximal temperature by the radiation loss and the thermal conductivity.

Next to the impact of the materials, the sensitivity of the geometry on impor-

tant arc tube properties was investigated. The complete model was shrunk and

enlarged by ±10 % and ±5 %, respectively, the model was tilted by 5◦ and 10◦,

the electrode distance was varied from 4.32 mm in 0.24 mm-steps to 5.28 mm, and

different inner diameter of the arc tube from 4.0 mm up to 6.0 mm were tested. The

results are summarised in Table 5.2 except for the ones of the tilted model because

its influence on the voltage drop, the maximal temperature, the maximal velocity

and the second eigenfrequency even at 10◦ is insignificant.

The lamp size has major impacts on the physical fields of the arc tube filling.

When increasing the lamp size, the voltage drop between the electrodes increases

due to the enlarged electrode distance. Furthermore, the increasing maximal ve-

locity leads to a higher arc deflection, which is experimentally confirmed by mea-

surements of high-pressure sodium lamps with different sizes [186]. Remarkably,

but expectable, is the shift of the second eigenfrequency when changing the lamp

size; from a 10 % shrunk to a 10 % enlarged model, the frequency drops 11.2 kHz.

The nominal diameter of the inner arc tube wall is 5.0 mm. Changes of this

geometrical dimension do not significantly alter the voltage drop and the maximal

temperature because these values are mainly determined by the geometry of the

electrodes and their gap. Contrarily, the maximal velocity increases with increasing

tube radius, and the frequency of the second eigenmode simultaneously decreases.

A modification of the electrode distance results in a considerable variation of

the discharge arc. As has already been detected in the investigation of the lamp

size, a higher electrode distance increases the voltage drop and concurrently in-

duces a lower peak temperature of the hot plasma spots. Moreover, an enlarged

electrode gap leads to a lower velocity. As has already been derived from Ta-

ble 5.1, a lower velocity is always connected to a higher second eigenfrequency.

This can be confirmed by the data in Table 5.2.

More detailed investigations of the electrode simulate an HID lamp with dif-

ferent electrode shapes [101]. These describe the influence of the geometry on

the temperature of the hot plasma spots and the electrodes as well as the electrode
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Table 5.2. Influence of geometry on important arc tube characteristics. Vdrop is the
voltage drop between the electrodes, Tmax the maximal temperature inside the arc
tube, umax the maximal velocity and f2nd the frequency of the second eigenmode.
The values in parentheses are the relative differences to the nominal value (100 %
for the lamp size, 5.0 mm for the inner tube diameter and 4.80 mm for the electrode
distance).
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sheath voltages that were detected in the investigated HID lamp as well. Similar

simulations with different electrode shapes were carried out previously, but these

focus on the AR frequencies [58].

5.4 Flow Field at Instable Operating Conditions

The implementation of the acoustic streaming effect results in an additional body

force that affects the velocity field inside the arc tube. This influence is inves-

tigated, and the results are linked to the arc flicker phenomenon. The feedback

of AS on the temperature and further fields is not included at this stage. Hence,

the resulting flow field is of hypothetical nature only, but it can already indicate

the significance of the additional force. To obtain the correct stationary fields, the

calculations were repeated recursively in the next step (Section 5.5).

5.4.1 Simulations at Different Acoustic Eigenmodes

The amplitude response function resulting from the inhomogeneous wave equation

enables to determine the acoustic pressure amplitude at each excitation frequency

for any point inside the arc tube. Additionally, the spatial pressure distribution in

the vicinity of the eigenfrequencies practically equals the acoustic eigenmodes, but

only when the modes are well separated from one another. The acoustic particle

velocities in the x-, y- and z-direction can be calculated with the acoustic pressure

distribution. These serve to calculate the AS force (Equation 3.32). Both forces,

the AS and the gravitational force, drive the fluid in the following laminar flow

simulation. The calculation procedure is described in Section 4.3.2.

The first acoustic eigenmode at 33.1 kHz is depicted in the left part of Fig-

ure 5.8. As has already been explained, the overlap integral of the acoustic pres-

sure of this first mode and the power density results in a small excitation amplitude

(Equation 3.21). The magnitude of the AS force is only a four-hundredth of the

gravitational force in the centre of the arc tube. The velocity field in Figure 5.17

confirms that the AS force of the first mode is negligibly small because no sig-

nificant changes compared to the purely buoyancy-driven flow in Figure 5.3 are

discernible. The maximal velocity of 86 mms−1 is just 1.4 % higher than the max-

imal velocity of the purely buoyancy-driven flow.

The investigations concerning the second eigenmode correspond to the lowest

resonance that was excited in experiments. In contrast to the first eigenmode, a
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Figure 5.17. Flow pattern inside the arc tube driven by the gravitational and the AS
force of the first eigenmode.

significant overlap of the pressure antinode and the power density exists. The re-

sulting 3D AS force is symmetric to the vertical x-y-plane because the investigated

eigenmode is symmetric to this plane as well. The magnitude of the AS force in

the centre of the arc tube is more than 30 times higher than the gravitational force.

Thus, the velocity field significantly changes when the AS effect is implemented.

Figure 5.18 as well as Figure 5.19 show the velocity field that ensues when

a superposition of the buoyancy and the AS force of the second eigenmode drive

the fluid. The flow patterns reveal a severe impact of the AS effect on the flow

field. The maximal velocity is approximately 0.62 ms−1, which is seven times

the buoyancy-driven flow (0.085 ms−1). A 2D time-dependent simulation of an

infinitely long arc tube with a diameter of 6 mm computes a maximal velocity of

1.0 ms−1 [57]. Here, the input power of 175 W oscillates by 30 % at the second

azimuthal mode at 31.8 kHz. The maximal buoyancy velocities in both models are

of similar order of magnitude; in the 2D simulation it is 80 mms−1 and the simu-

lation results obtained with the 3D stationary model show a velocity of 85 mms−1.

Since the tube geometry, the operating procedure, the material parameters and other

properties differ in the two simulations, the similar resulting velocity values show

a very satisfying accordance.

Beside an increasing velocity compared to the buoyancy-driven flow, the flow

pattern changes essentially. The y-z-plane in Figure 5.19 shows four vortices. Two
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Figure 5.18. Flow pattern inside the arc tube driven by the gravitational and the AS
force of the second eigenmode.
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Figure 5.19. Flow pattern in three orthogonal planes through the arc tube’s cen-
tre (top: x-y-plane; bottom left: y-z-plane; bottom right: x-z-plane) driven by the
gravitational and the AS force of the second eigenmode.



5.4 Flow Field at Instable Operating Conditions 93

2R

Lz

r

Figure 5.20. AS velocity field in a Kundt’s tube [133,187]. r and z denote cylinder
coordinates in arbitrary units.

of these are located in the lower part of the arc tube and two in the upper part. The

top right vortex and bottom left vortex rotate clockwise, whereas the top left and

the bottom right rotate counter-clockwise. In Figure 5.20 an AS flow pattern in

a closed cylindrical tube (Kundt’s tube) is schematically depicted. The flow is in-

duced when the cylinder length corresponds to half a wavelength and a longitudinal

mode is excited [133]. The vortices are caused by Rayleigh streaming [187] (see

Section 3.2.2). The flow requires a pressure amplitude that exceeds a critical value

so that the AS force is higher than the viscous force of the fluid [133]. Once the

critical value is reached, the fluid elements start moving and form the four vortices.

The comparison to the pattern in the y-z-plane of Figure 5.19 reveals that both

flow fields are qualitatively equivalent, although both systems differ in three im-

portant aspects. (1) the geometry of the Kundt’s tube and the arc tube differ. (2)

the temperature inside the Kundt’s tube is constant so that no buoyancy-driven flow

arises. (3) the pressure distribution of the acoustic mode in the Kundt’s tube varies

from the one in the arc tube of the HID lamp. Despite these differences, a similar

flow pattern appears, which indicates that the simulation model is suitable for the

calculation of the AS effect.

5.4.2 Symmetry Breaking and Critical Behaviour

The AS flow in the arc tube shows an interesting behaviour: The velocity field

mainly driven by the AS force is not mirror-symmetric to the x-z-plane, although

the model geometry and the boundary conditions are defined symmetrically. This

symmetry breaking can occur in nonlinear dynamical systems [138]. The entropy
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in these systems decreases locally because it is transferred to adjacent areas. Two

examples, the Taylor-Couette flow and the Rayleigh-Bénard convection, have al-

ready been described in Section 3.3.

When the lamp is driven in outer space, the situation of the acoustically excited

arc tube is similar to the one of the Kundt’s tube. At stable operating conditions,

the fluid elements are not transported by buoyancy because no gravitational force is

present. Hence, the fluid velocity inside the arc tube is zero, i.e. the fluid is at rest.

The operation near or at an eigenfrequency induces an AS force. When the force

is beneath the critical value, it is compensated by the viscous force. When the AS

force prevails the viscous force, a specific flow pattern arises. This pattern depends

on the acoustic mode that is excited at the driving frequency. Differences to the

flow in the Kundt’s tube are limited to the arc tube geometry and the non-uniform

temperature distribution.

In order to test if the situation in the arc tube of the HID lamp is similar to

the one of the Taylor-Couette flow or the Rayleigh-Bénard convection, a control

parameter S was introduced that gradually increased the amplitude of the AS force

(see Equation 4.16). ∆S = 0.05 was chosen as step size. The value S = 0 corre-

sponds to a purely buoyancy-driven flow, which is depicted in Figure 5.3. The flow

pattern at S = 1 is presented in Figures 5.18 and 5.19. Here, the buoyancy and the

AS force drive the fluid.

The AS force of the second eigenmode and the spatial distribution of the acous-

tic pressure itself (see Figure 5.8 middle) are symmetric to the vertical x-z-plane

that is located in the centre between the electrode. The force magnifies the upward-

directed fluid movement in the middle upper part of the arc tube, whereas it coun-

teracts the upward-directed flow in the middle lower part of the arc tube. Conse-

quently, an increase of the control parameter S leads to an increase of the upward-

directed velocity in the upper part as well as a decrease and reversal of the upward-

directed velocity in the lower part. The reversal of the flow direction can be quan-

tified by an order parameter

Ψ := min
z∈D

uz(0,0,z) (5.2)

that determines the minimal velocity of uz on the z-axis inside the arc tube (D).

Once S is high enough, the order parameter Ψ becomes negative and two additional

vortices are formed in the bottom half.

Figure 5.21 shows the order parameter Ψ as a function of the control parameter
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Figure 5.21. Order parameter Ψ as a function of the control parameter S (red
circles). The corresponding axis is located on the left. Additionally, the z-position
of the minimal value of uz is displayed (blue crosses) with its corresponding axis
on the right. The symmetry axis of the arc tube is located at z = 0.0mm and the
arc tube wall at z =−3.0mm.

(red circles). Additionally, the z-coordinate, where the minimum of uz is located,

is presented (blue crosses). The pattern formation region highlights the control

parameter required for the formation of additional vortices. In the region labelled

symmetry breaking, a transition from a mirror-symmetric to an asymmetrical state

occurs. The velocity uz at S = 0 is non-negative because the gravitational force

dominates. The minimal velocity of 0 mms−1 is located at z =−3.0mm and re-

sults from the no-slip condition of the wall. The influence of AS is already vis-

ible at S = 0.05. The minimum of Ψ is not located at the wall any more, but at

z =−2.6mm. The order parameter is negative (Ψ =−0.8mms−1). A significant

influence of AS can be observed at S = 0.1. The order parameter is approximately

−12 mms−1 at this control parameter. As the order parameter is used to quantify

the formation of additional vortices, this region is labelled pattern formation. In

this region, the original buoyancy-driven state has become unstable. The critical

point for this type of instability is ca. 0.05.

The order parameter further decreases to Ψ =−170mms−1 when increasing

the control parameter up to S = 0.7. The magnitude of the velocity of the vortices

changes, but their positions remain unchanged. The location of minimum is at

z =−2.1mm. For S > 0.7, a qualitatively different flow behaviour occurs. The or-
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der parameter Ψ jumps to a much higher value at S = 0.75 and stays approximately

constant at S > 0.75. This jump is related to the symmetry loss of the flow field.

The region in Figure 5.21 is therefore named symmetry breaking. Here, a second

critical point occurs.

The iterations during the solving process show no stable solutions when sim-

ulating the completely symmetric model for S≥ 0.75. The velocity field signifi-

cantly changes from one iteration to the other so that no convergence is reached.

Two equivalent solutions appear that will be discussed later on in this section (Fig-

ure 5.22). The question arises, how the results of the order parameter in Figure 5.21

as well as of the velocity fields in Figures 5.18 and 5.19 were obtained. The solu-

tion to this problem is to introduce a certain asymmetry that leads to a convergent

simulation process and a stable solution. This solution of the velocity field serves

as an initial condition for the next simulation step, in which the asymmetry is re-

duced. At an asymmetry of zero, the model matches the original one, and the

intended solution is obtained.

To introduce an asymmetry, the model was slightly tilted by ϑ =+10◦ accord-

ing to the x-axis. Subsequently, the simulation process converges and results in

a stable solution for all S-values. For the next runs, the asymmetry was reduced,

i.e. the tilt angles were decreased to +5◦, +4◦, +3◦, +2◦ and +1◦. In horizontal

position (ϑ =+0◦)∗, a completely symmetric model was simulated; only the ini-

tial conditions for the simulation of the velocity field are asymmetric because these

are picked from the results of the previous simulation run (ϑ =+1◦). Similarly,

simulation runs with negative tilt angles (−10◦, −5◦, −4◦, −3◦, −2◦, −1◦, −0◦)

were performed. The resulting velocity field at S = 1 for ϑ =+0◦ is shown in Fig-

ures 5.18 and 5.19. The velocity field, when approaching the horizontal alignment

from negative tilt angles (ϑ =−0◦), can be transferred into the velocity field when

approaching from positive tilt angles (ϑ =+0◦) by a mirroring at the x-z-plane.

The order parameter Ψ in Figure 5.21 shows two fundamental changes of

the flow field. The pattern formation can be adequately described by Ψ because

the flow pattern remains unaltered, only the velocity field near the arc tube wall

changes its direction. However, in the region, in which symmetry breaking occurs,

not only the velocity magnitude in negative z-direction changes but also the flow

∗The leading +-sign indicates that the results were obtained with an initial condition for the
velocity field, which was calculated with a positive tilt angle.
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Figure 5.22. Results of the order parameter Φ (crosses) as a function of the con-
trol parameter S. The two fit functions (definition see text) are marked by a solid
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in the lower part (red) base on simulations with initial conditions from the solution
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parameter is positive by definition.

pattern in the whole arc tube. Therefore, a second order parameter

Φ :=
1
Vr

∫
Vr

|u− ũ|dV, (5.3)

is defined that measures the asymmetry. Vr denotes the right half (positive y-

direction) of the interior volume of the arc tube, u(x,y,z) is the velocity magni-

tude and ũ(x,y,z) the velocity field u(x,−y,z) that is mirrored at the x-z-plane.

Hence, the order parameter Φ is a measure for the mean velocity difference be-

tween a point on the right-hand side (x,y,z) and its counterpart on the left-hand side

(x,−y,z). For example, the symmetric velocity field at the purely buoyancy-driven

flow (S = 0) results in Φ = 0, whereas Φ is greater than zero for the velocity field

with the AS force (S = 1). Figure 5.22 shows the results of the order parameter Φ

when approaching the horizontal arc tube position from a positive (ϑ =+1◦, blue

curve) and from a negative tilt angle (ϑ =−1◦, red curve). The order parameters

for S≤ 0.7 highlight that the velocity field is mirror-symmetric to the x-z-plane.
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Figure 5.23. Velocity field in three orthogonal planes through the arc tube’s cen-
tre (top: x-y-plane; bottom left: y-z-plane; bottom right: x-z-plane) driven by the
gravitational force and a downscaled AS force (S = 0.7).

This symmetrical state is depicted by the y-z-plane and the x-y-plane in Fig-

ure 5.23. Compared to the maximal velocity of 0.62 ms−1 at S = 1 (Figure 5.19),

the velocity at S = 0.7 is only 0.55 ms−1 because of the lower AS force. The small

deviations from Φ = 0 for S < 0.75 in Figure 5.22 are caused by simulation inaccu-

racies, especially by the unsymmetrical mesh. In both cases (ϑ =+0◦, ϑ =−0◦)

a significant jump of Φ can be observed at ca. S = 0.75. Here, a transition from

a mirror-symmetric to an asymmetric state can be observed. Moreover, the order

parameter further increases with increasing control parameter S so that the mean

velocity difference between a point on the right-hand side (x,y,z) and on the left-

hand side (x,−y,z) increases to ca. 30 mms−1.

Furthermore, two functions for S > 0.7 are drawn in Figure 5.22. These func-

tions were fitted to a power law Φ = a(S−Scrit)
ζ with the prefactor a, the critical

exponent ζ and the critical control parameter Scrit. Such a law is also used to

describe stability in a ferromagnet [137,188]. The power law shows an excellent

agreement with the simulation results. Between the upper and lower fit curve ap-

pears to be a considerable deviation, but this bases only on the simulation results

at S = 0.75. Actually, the order parameters at S≥ 0.8 only show small differences.

The reason for the discrepancies is the slightly unsymmetrical finite element mesh,

which is also responsible for the minor differences of the order parameter from
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zero for S≤ 0.7.

In the case of the order parameters for ϑ =+0◦ (upper curve in Figure 5.22),

a critical control parameter of Scrit = 0.716 and in the case of the order parameters

for ϑ =−0◦ (lower curve) Scrit = 0.740 results. Therefore, the mean value of the

critical control parameter is 0.728. The resulting critical exponents are ζ = 0.339

for the upper curve and ζ = 0.316 for the lower curve. The corresponding mean

value is 0.3275.

The mean values inserted in the power law characterise the region, in which

no solution can be obtained. The region, which is bounded by the mean values

of ϑ =+0◦ and ϑ =−0◦ of the fit function, is marked by a hatched area in Fig-

ure 5.24. Additionally, the figure shows three curves in the upper part of the dia-

gram corresponding to positive tilt angles (+10◦, +5◦, +1◦) and three curves in the

lower part of the diagram corresponding to negative tilt angles (−10◦, −5◦, −1◦).

Evidently, the results for positive and negative tilt angles also avoid this region.

Instead of a jump at Scrit for ϑ =±0◦, the tilting induces a small asymmetry into

the velocity field that is already verifiable at S = 0. The small asymmetry due to a

ϑ =±1◦ tilting is already sufficient to avoid the jump. The resulting curves in Fig-

ure 5.24 show a smooth transition from small to high values of the order parameter

Φ. As has already been mentioned, the tilting leads to two velocity fields that can

be transferred into each other by a mirroring at the x-z-plane. Consequently, the

two equivalent states form a supercritical pitchfork bifurcation (see Figure 3.4 (c)).

Figure 5.25 illustrates the conditions at constant S when tilting the lamp from

positive (blue curves) to negative (red curves) tilt angles or vice versa. Except for a

small jump at ϑ = 0, that is referred to numerical noise, a smooth transition occurs

in the subcritical region (S = 0.6 < Scrit, open circles). In the supercritical region

(S = 0.8 > Scrit, full circles), a first order phase transition appears.

The buckling phenomenon, in which an increasing load leads to a mechanical

failure [189], as well as a ferromagnet in an external magnetic field [137,188] show

a similar behaviour. In the paramagnetic phase, in which the actual temperature T

is higher than the Curie temperature TCurie, the material itself is not magnetic. This

corresponds to the symmetric velocity field in the subcritical region S < Scrit for

a horizontally operated lamp. When the lamp is tilted, the order parameter Φ is

not zero. In case of the paramagnetic material, the lamp tilting corresponds to

an external magnetic field that imprints a magnetisation. The supercritical region

S > Scrit equals the ferromagnetic phase, in which T < TCurie. The magnetisation is
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Figure 5.24. Results of the order parameter Φ as a function of the control parameter
S for the tilted arc tube. The curves represent the tilt angles ±10◦, ±5◦ and ±1◦.
In the upper part, the results for positive tilt angles and in the lower part the results
for negative tilt angles are presented. The shaded area is the region, in which no
solution can be obtained.

30

20

10

0

10

20

30
−5 −4 −3 −2 −1 0 1 2 3 4 5

Tilt angle (◦)

O
rd

er
pa

ra
m

et
er

Φ
(m

m
s−

1 )

Figure 5.25. Results of the order parameter Φ as a function of the tilt angle ϑ for
S = 0.6 < Scrit (open circles) and for S = 0.8 > Scrit (full circles).
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unequal zero even though the external magnetic field is absent.

Ernst Ising mathematically described a model of ferromagnetism with statis-

tical methods in 1925 [188]. Nowadays, the Ising model is an established, mi-

croscopic model for ferromagnets and many other systems. The magnetic dipole

moments of atomic spins can adopt two states (+1, −1) and are usually positioned

on a lattice so that the spins of neighbouring nodes interact with each other. This

simplified model enables to identify phase transitions for 2D or higher dimensional

spaces. The critical exponent ζ for the magnetisation of a 3D Ising model is 0.3265

[190]. In the simulation of the velocity field under the influence of AS, a mean

value of ζ = 0.3275 was obtained so that the values differ by only 0.31 %. Nev-

ertheless, this remarkable accordance does most probably not mean that the two

systems belong to the same universality class because the systems are qualitatively

different.

5.5 Recursion Loop

The preceding chapter considered the influence of the AS force on the velocity

field inside the arc tube of the HID lamp. The results show a severe impact and

a domination of the AS over the buoyancy-driven fluid flow. In a real lamp, this

altered flow field substantially changes the arc position and the temperature field.

Additionally, other physical entities, e.g. the electric field, the speed of sound, the

eigenfrequencies and the eigenmodes and, therefore, the AS flow field itself, are

modified. The simulation results in this chapter include the feedback of AS on these

fields with the aid of a recursion loop. This procedure also enables to compare the

simulation results to experimental results.

5.5.1 Numerical Investigations

The procedure used to calculate the fluid flow, has to be changed and extended to

incorporate the impact of AS on the temperature field and other physical quantities.

The general procedures are compared in Figure 4.8, and the single steps are de-

scribed in detail in Section 4.3.2. In general, the calculation of the fields describing

the thermal plasma are coupled with the calculation of the acoustic pressure field

and the AS force. This coupling of stationary and eigenvalue simulations enables

computation of the results at a certain driving frequency (excitation frequency).

The strength of the AS force is controlled by the difference of the eigenfrequency

and the selected excitation frequency.
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Figure 5.26. The acoustic eigenfrequency as a function of the excitation frequency.
The blue crosses indicate simulation results for decreasing excitation frequencies,
and the red circles correspond to results for increasing excitation frequencies. The
excitation frequency and the eigenfrequency coincide at the black line (resonance).

Initially, the results at an excitation frequency of 47.750 kHz were calculated.

The simulation converged quickly at this frequency; the recursion loop was only

passed three times until the results of two successive eigenfrequencies differed less

than 5 Hz (convergence criterion). The fast convergence originates from the rela-

tively large difference of 324 Hz to the resulting eigenfrequency (47.426 kHz), i.e.

the magnitude of the AS force is small. Subsequently, the excitation frequency was

decreased by 50 Hz to fex = 47.700kHz to approach the eigenfrequency, which re-

sults in a lower difference between excitation frequency and eigenfrequency of

315 Hz. The smaller distance to the eigenfrequency results in a stronger AS force

that changes the physical conditions inside the arc tube and leads to a shift of the

eigenfrequency. This process is further pursued. The results are presented in Fig-

ure 5.26. At decreasing excitation frequencies (blue crosses), the system behaves as

if the eigenfrequency is repelled from the excitation frequency. However, the dif-

ference linearly decreases down to a minimum of 55 Hz at an excitation frequency

of 46.313 kHz. The decreasing frequency difference is equivalent to an increas-

ing strength of the AS force. Therefore, more recursion loops were necessary to
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reach convergence. Hence, beneath 46.400 kHz a much smaller frequency step size

was chosen. Finally, the simulation did not converge, and the iteration steps of the

solving process show results that jump between two qualitatively different states.

A reason for this behaviour might be that no stationary solution exists so that the

model and the stationary solver are inappropriate†.

Additionally, the whole procedure (multiple recursion loops) was repeated, but

in opposite direction. Starting at an excitation frequency of 45.000 kHz, the fre-

quency was increased up to 47.141 kHz. The results (red circles) depicted in Fig-

ure 5.26 demonstrate a different behaviour. When increasing the excitation fre-

quency, the eigenfrequency remains nearly unaltered because of a weak AS force.

Above 47.000 kHz the eigenfrequency gradually decreases. Here, the step size of

the frequency was decreased because otherwise the simulation jumps to the results

obtained for decreasing frequency. This indicates that a jump phenomenon exists.

It will be treated in detail later on.

In the following, the simulation results of the voltage drop between the elec-

trodes, the acoustic pressure at an antinode, the fluid flow and the temperature field

are evaluated. Figure 5.27 shows the voltage drop between the electrodes as a func-

tion of the excitation frequency. As Figure 5.26 already highlighted, the results at

increasing excitation frequencies (up-ramping) differentiate from those at decreas-

ing excitation frequencies (down-ramping). In case of the ascending frequency, up

to fex = 47.000kHz the voltage almost remains constant at approximately 84.0 V

and increases only 1.0 V when the frequency is increased to f1 = 47.141kHz. A

further small raise of the excitation frequency leads to simulation results that cor-

respond to the upper solution branch (blue crosses in Figure 5.27) so that at f1 the

voltage jumps to 87.6 V. In case of the descending frequency, a significant voltage

increase of 7.0 V from fex = 47.800kHz down to f2 = 46.313kHz occurs. At even

lower frequencies, the simulation did not converge.

The emerging picture is similar to Figure 3.8 that shows the Duffing oscillator

with a softening spring (β < 0). The peak of the response curve tilts to low frequen-

cies leading to an overlap of the upper (down-ramping) and lower (up-ramping)

branch. Consequently, more than one stable solution occurs in a certain frequency

range (region of bistability). However, the branch representing the unstable solu-

tion only appears in the mathematical model and does not naturally result in the

†A similar situation appears in the Taylor-Couette flow, in which a transition of the stationary
Taylor cells to time-periodic wavy vortices occurs [138].
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Figure 5.27. The voltage drop between the electrodes as a function of the excitation
frequency. The blue crosses mark voltage drops at decreasing excitation frequen-
cies, and the red circles indicate voltage drops at increasing excitation frequencies.
Two jumps occur at f2 = 46.313kHz and f1 = 47.141kHz.

simulation. At the jump frequencies, the solution jumps from the upper to the

lower branch or vice versa. The frequencies ω1 ( f1 = ω1/(2π) = 47.141kHz) and

ω2 ( f2 = ω2/(2π) = 46.313kHz) correspond to the boundaries of the region of

bistability. Exactly two solutions coexist at these boundaries. Inside the region

of bistability ω2 < ω < ω1, two stable and one unstable solution exist; outside the

region one solution exists.

In Figure 5.28 the acoustic pressure at an antinode as a function of the ex-

citation frequency (acoustic response function) is depicted. The position of the

antinode is visualised in Figure 5.9. The up- and down-ramping curves are similar

to those of the voltage drop. The results correlate to experimental investigations

[63,64], which state a strong hysteresis of the acoustic intensity between an in-

creasing and a decreasing frequency in the vicinity of a resonance. Additionally,

the acoustic pressure as a function of the eigenfrequency is shown in Figure 5.28

(green circles and orange crosses). The conversion was conducted with the aid of

the data underlying Figure 5.26. Under the reasonable assumption that the reso-

nance frequency and the eigenfrequency lie close to each other, the backbone curve

of the Duffing oscillator arises (Figure 3.8).
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Figure 5.28. Acoustic pressure at an antinode (located at ~r5 = (0,0,−2.9)T mm,
see Figure 5.9) as a function of the excitation frequency for increasing (red circles)
and decreasing (blue crosses) excitation frequencies. Additionally, the acoustic
pressure is plotted as a function of the eigenfrequency for increasing (green circles)
and decreasing (orange crosses) excitation frequencies.
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A qualitative difference to the Duffing oscillator occurs at high pressure am-

plitudes. The acoustic response curve steepens and even shows a vertical tangent.

The softening effect is saturated. The modulus of compression that is equal to the

inverse of the compressibility, which is the acoustical analogue of a mechanical

spring constant, increases to an altered constant value when the system approaches

the eigenfrequency.

To quantify the accordance of the acoustic streaming effect in the HID lamp

with the Duffing oscillator, the connecting parameters are estimated. The drop of

the mean temperature in the arc tube, which will be discussed later (Figure 5.32),

is connected to a decrease of the static pressure P. As the pressure is related to the

modulus of compression K [109], a power series around its nominal value is done:

K (P) = K1 +K2 (P−P0)+K3 (P−P0)
2 + . . . (5.4)

K and K1 have the unit of measure of a pressure. K2 is set to zero to be compatible

to the Duffing oscillator (Equation 3.43), and K3 has the unit of measure inverse

to a pressure. The acoustic pressure p correlates with the displacement x in the

Duffing equation.

Converting Equation 3.47 of the backbone curve to acoustics, results in

pP (ΩP) =

√
8K1 (ΩP−1)

3K3
, (5.5)

in which pP stands for the peak acoustic pressure amplitude.

To fit Equation 5.5 to the backbone curve depicted in Figure 5.28, two fit pa-

rameters ω0 and K1/K3 are adjusted. The fit bases on the data of the increasing

excitation frequency only because of the qualitative difference to the Duffing os-

cillator at high pressure amplitudes.

Figure 5.29 shows the excellent agreement of the simulated pressure amplitude

and the fit with the parameters f0 = ω0/(2π) = 47.8kHz and K1/K3 =−191kPa2.

To estimate K1 from c =
√

K1/ρ , the averaged speed of sound c = 414ms−1 and

the averaged mass density ρ = 24.9kgm−3 of the plasma are evaluated, which

results in K1 ≈ 4260kPa and K3 ≈−22.3kPa−1. The negative sign of K3 charac-

terises the softening effect.

When the discharge arc is acoustically excited, the velocity field inside the arc

tube changes. Figure 5.30 shows two simulated velocity fields at approximately
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Figure 5.29. Acoustic pressure at an antinode as a function of the eigenfrequency
for decreasing (orange crosses) and increasing (green circles) excitation frequen-
cies. The fit curve (blue curve) bases on the increasing values only.

the same excitation frequency, but at different branches of the response curve. The

upper set of images presents the velocity field at the lower branch of the response

curve. The chosen excitation frequency is 46.300 kHz, which is in direct vicinity

of the jump frequency f2 = 46.313kHz. The velocity field is essentially charac-

terised by the buoyancy flow because two counter-rotating vortices appear in the

y-z-plane and the flow is upward-directed in the inter-electrode region. Moreover,

the maximal velocity of 90 mms−1 is only insignificantly higher than the one of

the purely buoyancy-driven flow of 85 mms−1 (Section 5.1.1). The x-y-plane re-

veals that the velocity field is not fully symmetric, which is caused by the 5◦ tilting

of the model against the horizontal axis. The tilting prevents that the simulation

runs into stability problems related to the symmetry breaking transition detected in

Section 5.4.2. In addition, the small inclination angle induces an asymmetry that

better approximates realistic lamp operating conditions.

The lower set of images in Figure 5.30 corresponds to the upper branch of the

response curve at the jump frequency f2. A completely different velocity field ap-

pears that demonstrates the domination of the AS flow over the buoyancy flow. The

y-z-plane shows two vortices (right: Clockwise; left: Counterclockwise) in the up-

per part of the arc tube, whereas the flow in the lower part of the arc tube shows no

vortices. Here, the flow points in the direction of the vertical z-axis. Additionally,
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Figure 5.30. Fluid flow inside the arc tube in three orthogonal planes through the
centre of the arc tube. The top left image shows the y-z-plane, the top right the x-
z-plane and the bottom image the x-y-plane. The upper images depict results from
the lower branch of the response curve at an excitation frequency of 46.300 kHz.
The lower images belong to the results of the upper branch at the jump frequency
f2 = 46.313kHz.
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the horizontal plane reveals two counter-rotating vortices. However, the asymme-

try in this plane due to the 5◦ tilting is not visible any more because the AS force is

not affected by the model tilting. The maximal velocity is 0.42 ms−1, which is 4.7

times larger than the maximal velocity at the lower branch. Nevertheless, the max-

imal velocity of 0.62 ms−1, which resulted in the simulation without the recursion

(Figure 5.18), is not reached. The lower velocity is caused by a smaller amplitude

of the AS force, which originates because the model in the coupled simulation is

excited 55 Hz off the resonance frequency (see above).

Furthermore, the lower set of images in Figure 5.30 clearly illustrates that

no symmetry breaking occurs. In the Duffing oscillator (Section 3.3), a symme-

try breaking bifurcation arises when the excitation amplitude x0 exceeds a critical

value. Such a bifurcation of the velocity field is observed when just the flow field

driven by the AS and the gravitational force is computed (see Section 5.4.2). The

symmetry breaking was quantified by the order parameter Φ as a function of the

artificial control parameter S. Φ is a measure for the mean velocity difference be-

tween a point on the right-hand side (x,y,z) and its counterpart on the left-hand side

(x,−y,z). S adjusts the magnitude of the AS force from zero (S = 0) to maximum

(S = 1). At the critical point Scrit ≈ 0.7, symmetry breaking sets in. The minimal

velocity of uz on the z-axis at Scrit is Ψ≈−170mms−1 (see Figure 5.21).

As the flow field resulting from the recursion loop also shows a downward-

directed velocity on the z-axis, Ψ is evaluated for this flow field as well. The

difference between the excitation frequency and eigenfrequency serves as a natu-

ral control parameter instead of the artificial control parameter S used previously.

While up-ramping the excitation frequency, the AS force is negligibly small. Con-

sequently, Ψ is zero for all frequencies, which highlights that the velocity uz is

always upward-directed on the z-axis and only zero at the tube wall.

As opposed to this, Ψ attains negative values when ramping the excitation fre-

quency down. The results are depicted in Figure 5.31 that shows the order pa-

rameter Ψ as a function of the control parameter (red circles). Additionally, the

z-coordinate, where the minimum of uz is located, is presented (blue crosses). AS

is insignificant for frequencies larger than 47.000 kHz, which can be concluded

from Ψ = 0. The order parameter decreases to Ψ =−136mms−1 from 47.000 kHz

to f2 = 46.313kHz. The AS force considerably changes the velocity field, but it

is not strong enough to induce symmetry breaking because the minimum limit of

Ψ≈−170mms−1 is not reached. The jump phenomenon at f2 down to the lower

branch prevents a symmetry breaking bifurcation.
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Figure 5.31. Order parameter Ψ as a function of the excitation frequency for de-
creasing excitation frequencies (red circles). The corresponding axis is located on
the left. Additionally, the z-position of the minimal value of uz is displayed (blue
crosses) with its corresponding axis on the right. The symmetry axis of the arc tube
is located at z = 0.0mm and the arc tube wall at z =−3.0mm.

The altered fluid flow is accompanied by changes of the temperature field. Fig-

ure 5.32 shows various temperature profiles for the lower and upper branch of the

response curve.

The three images representing the temperature profiles of the lower branch are

not distinguishable. Hence, the AS effect is so small that the temperature inside the

arc tube is not significantly influenced. The effect is so small that no considerable

differences to the temperature field in Figure 5.2, which incorporates the gravita-

tional force only, are discernible. The temperature profile at an excitation frequency

of 47.750 kHz, which is well above the region of bistability, is similar to the three

profiles related to the lower branch, but already differentiates in detail. In partic-

ular, the contour lines in the lower part of the arc tube are slightly deformed into

the downward direction. When approaching the jump frequency f2 = 46.313kHz

by decreasing the excitation frequency, the domination of the AS force becomes

obvious. This is visualised by the temperature profiles at fex = 46.700kHz and

fex = 46.313kHz that illustrate substantial changes to the original, undisturbed

profile. The plasma, that is represented by a high temperature, is dragged towards

the bottom wall in the lower part of the arc tube and towards the top wall in the
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Figure 5.32. Temperature profiles in the y-z- (left) and x-z-plane (right) at three
different excitation frequencies fex for the lower and upper branch, respectively.
For the lower branch, fex = 45.000kHz is located below the region of bistability,
fex = 46.700kHz is inside this region and fex = f1 = 47.141kHz denotes the high
frequency limit of the region of bistability. For the upper branch, the low frequency
limit is located at fex = f2 = 46.313kHz, fex = 46.700kHz lies inside the region
of bistability and fex = 47.750kHz is located above this region. The dark blue
contour lines correspond to a temperature of 2000 K and the dark red contour lines
to 5000 K (step size 500 K). The mean temperature T̄ was determined over the
interior of the arc tube.
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upper part of the arc tube. Both effects are confirmed by the resulting velocity field

depicted in Figure 5.30 that shows an increased upward-directed velocity in the

upper part and a decreased or even reversed velocity in the lower part compared to

the velocity field far off the jump frequency f2. Consequently, the discharge arc is

stretched in the vertical direction and is simultaneously restricted in its horizontal

extension.

The maximal temperatures Tmax of the hot spots increase with increasing AS

force. A maximal temperature of 4818 K occurs without this force (Section 5.1.1),

at fex = 45.000kHz the maximal value is 4852 K and at the jump frequency f2 it

is 5012 K. Nevertheless, the mean temperature T̄ inside the arc tube, which is ad-

ditionally displayed in Figure 5.32, decreases with increasing AS force. The mean

temperature values corresponding to the lower branch (2828 K, 2826 K, 2822 K)

as well as T̄ = 2817K at fex = 47.750kHz (upper branch) are almost identical,

whereas the other two mean temperatures (2759 K, 2726 K) are essentially lower.

Hence, the strength of the AS correlates to the drop of T̄ . The reasons for the drop

are the large temperature gradients near the walls inside the arc tube that are as-

sociated with an increased heat loss [36], which in turn decreases the temperature.

This simulated heat flow increase at the onset of arc flicker was also detected in

experiments in 1982 [63].

Moreover, the mean temperature T̄ enables to find a plausible explanation for

the increasing voltage drop between the electrodes in Figure 5.27. A decreasing

mean temperature causes a decreasing electric conductivity (see Figure 4.3). Ac-

cordingly, a temperature drop implies an increase of the electric resistance of the

plasma Rplasma. As the nominal lamp power Plamp is kept constant, the voltage drop

Vdrop increases because of the relation Plamp =V 2
drop/Rplasma.

5.5.2 Experimental Investigations

To validate the results of the numerical simulations, experiments at the lowest fre-

quency, that acoustically excites the discharge arc, were conducted. The voltage

drop between the electrodes was measured, and the light intensity distribution was

recorded by camera.

In contrast to various other physical quantities, e.g. the acoustic pressure or the

fluid flow, the voltage drop between the electrodes can easily be measured experi-

mentally. The experimental measurement method was slightly changed compared

to the one used in Section 5.2.2. This time the modulation depth was kept constant,

and the excitation frequency was tuned. For the modulation depth, a value of 2 %
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Figure 5.33. Measurement of the voltage drop as a function of the excitation fre-
quency of lamp number 8. The modulation depth in the experiment was α = 2%.
The red circles correspond to increasing and the blue crosses to decreasing excita-
tion frequencies.

was chosen. The following results show that this value is high enough to stimu-

late the discharge arc. The frequency was increased from 37 kHz to 47 kHz and

decreased again in a second experiment. The resonance at approximately 41.4 kHz

(Section 5.2.2) is passed in both cases.

Figure 5.33 shows characteristic measurements of the voltage drop when up-

and down-ramping the excitation frequency. In case of the up-ramping (red cir-

cles), the voltage initially stays constant at approximately 91.2 V before jumping

to 93.6 V at ca. 43.0 kHz. When further increasing the frequency, the voltage de-

creases back to a lower voltage of ca. 91.7 V. When down-ramping the frequency

(blue crosses), the behaviour is similar, but differs in certain key aspects. The volt-

age increases up to 96.2 V, and, therefore, achieves a much higher value as in case

of the up-ramping. Furthermore, the peak voltage occurs at a lower excitation fre-

quency of 42.5 kHz. The significantly higher voltage corresponds to the excitation

of an acoustic mode. The fluid flow has changed leading to an altered tempera-

ture field and, consequently, to an increased voltage. The results show two voltage

jumps: A small jump, when up-ramping the frequency, and a large jump, when

down-ramping the frequency. This hysteresis effect appears because the jumps
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occur at different excitation frequencies.

The resulting voltage qualitatively accords with experimental investigations of

high pressure sodium lamps [62]. Here, a dependence of the AR on the direction of

voltage ramping was also detected. The resonances were more pronounced when

down-ramping the frequency. Additionally, the measured voltage reached higher

values and showed a downward voltage jump when descending the frequency. All

these observations correspond to the present investigation, only the absolute values

differ because of differences between each lamp.

The voltage measurements were repeated for five other 35 W lamps at a modu-

lation depth of 2 %. These results are presented and discussed in Section 5.5.3.

As a second experimental investigation, the light intensity distribution of the

discharge arc during light flicker was recorded by camera. The observed distri-

bution changes were also determined with a photodetector. It confirms that the

discharge arc movements recorded by camera coincide with the light intensity fluc-

tuations detected by the photodiode [56]. Similar observations with two cameras

were conducted for a vertically operated high-pressure sodium lamp with a nom-

inal power of 70 W [191]. Here, the 3D images highlight that the position of the

discharge arc changes when approaching an acoustic resonance frequency and that

a lateral deflection can be observed in two directions.

Figure 5.34 shows two exemplary images of the investigated 35 W lamp. The

image on the left-hand side presents an intensity distribution at stable operating

conditions, i.e. the lamp is driven by a square-wave voltage with a carrier frequency

of 400 Hz. The upward bending is caused by the buoyancy, and no acoustically

induced flow is present. Contrarily, the impact of AS becomes visible when the

operating frequency is tuned to an acoustic eigenfrequency, and a sufficiently high

modulation depth is set. The results show that the discharge arc oscillates between

its undisturbed position (Figure 5.34, left) and a state with a higher arc deflection

at a motion frequency of 9 Hz to 12 Hz [56]. When the modulation depth is further

increased to 12 % or higher (depending on the lamp sample), the amplitude of the

oscillation increases, and a "movement" of the arc towards the lower part of the

arc tube occurs. This transition is depicted in the image on the right-hand side of

Figure 5.34. Immediately afterwards the discharge arc started to rotate around the

y-axis, and the lamp finally exploded.
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Figure 5.34. Measurements of the light intensity of the discharge arc during stable
(left) and unstable (right) operation. The light intensity measurement during unsta-
ble operation shows an image of the discharge arc before rotating violently around
the lamp axis. The black line indicates the mean position of all light intensity val-
ues that are larger than 95 % times the highest light intensity as a function of the
y-coordinate.

5.5.3 Comparison and Discussion

In the following, the simulation results of the recursion loop are compared to the

experimental results of the eigenfrequency, the voltage and the light intensity mea-

surement.

The eigenfrequencies were already compared in Section 5.2.3. It was detected

that the lowest frequency, at which arc flicker in the experiment is induced, corre-

sponds to the second simulated eigenfrequency. The simulation only incorporates

the gravitational force, which results in a 6.4 kHz higher frequency compared to the

experimental result. The inclusion of the AS force shifts the second eigenfrequency

from 47.8 kHz to 46.3 kHz so that the difference reduces to 4.9 kHz. Hence, the

simulated eigenfrequency is only 11.8 % higher than the experimental one instead

of 15.5 %. The reasons for the remaining difference have already been discussed

in Section 5.2.3.

The shape of the discharge arc can be compared by considering the light in-

tensity measurements in Figure 5.34 and the simulated temperature profiles in Fig-

ure 5.32. At stable operating conditions or at an excitation frequency far away

from resonance, the simulation and the experiment show qualitatively the same dis-

tribution that is characterised by the upward bending of the discharge arc caused

by buoyancy. At unstable conditions, the experimental light intensity measure-

ment strongly resembles the temperature distribution in the y-z-plane of the upper

branch at f2 = 46.313kHz. The discharge arc moves towards the tube centre. In

the simulation, no convergence is reached at excitation frequencies lower than f2

for the upper branch (higher AS force). In the experiment, the arc starts to flicker
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chaotically, and finally the arc tube breaks.

Figure 5.35 compares the averaged voltages of the experiment with the result-

ing voltage of the simulation. In both cases, the excitation frequency is normalised

according to fn = ( fex− f̂ex)/ f̂ex. f̂ex is the frequency at which the highest voltage

(down-ramping) occurs. The upper part shows the mean voltages of the experimen-

tal results of six lamps. The absolute values essentially vary between the individual

lamps; the standard deviation is 2.6 V (see also Section 5.1.2). In the lower part

of the figure, the voltage data from the simulation are depicted as a function of the

normalised excitation frequency, which is equal to the jump frequency f2.

Obviously, the behaviour is similar. In both investigations, the hysteresis and

the jump phenomenon emerge. Furthermore, the downward voltage jump, when

down-ramping the frequency, is in both methods approximately three times higher

than the upward voltage jump, when up-ramping the frequency. Nevertheless, the

absolute values of the voltage differ. The jump at fn = 1.0 is 8.4 V in the simula-

tion and 6.5 V in the experiment, and the corresponding jumps at a higher excita-

tion frequency have a height of 2.8 V and 2.1 V, respectively. Moreover, the region

of bistability in the simulation (∆ fn = 0.018) is wider than its corresponding ex-

perimental value (∆ fn = 0.010). A reason for this difference is the choice of a

modulation depth of 2 % for the experiments. A higher modulation depth increases

the region of bistability in the experiment.

The results show very good accordance. However, the electric operating con-

ditions of the experiment and the simulation differ essentially. The square-wave

voltage in the experiments was modulated with a 2 % high-frequency sinusoidal

voltage (see Section 4.4, Equation 4.17), to detect the jumps and the hysteresis. In

the simulation, a direct current was used so that the results corresponds to a mod-

ulation depth of 100 %. Consequently, the model underestimates the impact of AS

on the discharge arc. This might have various reasons.

First of all, the low temperature of the arc tube filling in the simulation might be

a reason. This is caused by simplifications of the electrode geometry and by devi-

ations of the temperature-dependent material parameters (see also Section 5.1.3).

Inaccuracies in the temperature field induce errors in the calculation of the four

incorporated loss factors (Equations 3.25, 3.26, 3.29, 3.31) used to determine the

absolute acoustic pressure. The material properties, e.g. the heat conductivity and

the viscosity, as well as the acoustic mode and its corresponding frequency would

also change when modifying the temperature of the arc tube filling. All these ef-

fects would impact the magnitude of the AS force.
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Figure 5.35. Summary of the measurement (top) and the simulation results (bot-
tom) of the voltage drop between the electrodes as a function of the normalised
excitation frequency fn. The red circles mark results for ascending and the blue
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Figure 5.36. Temperature in the arc tube on the vertical axis (~r = (0,0,z)T mm).
The blue curve corresponds to the simulation driven by the gravitational force only.
The red curve represents the resulting temperature of the upper branch at the jump
frequency f2, which additionally includes the AS force.

Another reason for the difference might originate from changes of the chemical

composition of the arc tube filling due to the excitation of the discharge arc. The

resulting minimal temperature (coldest spot temperature) in the simulation without

the AS effect (Section 5.1.1) is 1450 K and, therefore, matches the coldest spot

temperature designated to adjust the chemical composition of the arc tube filling.

The blue curve in Figure 5.36 corresponds to the simulation driven by the grav-

itational force only and reveals that the coldest spot is positioned at the bottom

of the arc tube (~r = (0,0,−3)T mm). Here, the reservoir of liquid metal halides

is located. When the discharge arc is acoustically excited at the jump frequency

f2 = 46.313kHz, the coldest spot temperature increases to 1493 K. The red curve

in Figure 5.36 shows that this spot is not located at the bottom of the arc tube any

more. The minimal temperature of the arc tube fillings shifts to a position close

to the electrode ground (~r ≈ (0,4.9,0)T mm). The temperature at the location of

the former coldest spot (~r ≈ (0,0,−3)T mm) increases to 1536 K. Both effects, the

position change and the higher temperature, will cause an additional evaporation

of metal halides leading to an altered chemical composition of the arc tube filling.

Consequently, the material parameters will change. This can cause an amplifica-
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tion of the AS effect, which is not considered by the model because it is based on

unalterable material definitions.



Chapter 6

Conclusion and Outlook

A model of the arc tube of a high-intensity discharge lamp was created, whose solu-

tion was calculated by the finite element method. To adequately describe the stable

discharge arc, the equations comprise the conservation of mass, momentum, en-

ergy and charge. For the simulation of the instable behaviour, the inhomogeneous

wave equation was solved, and the acoustic streaming effect was implemented.

Thus, the model is able to systematically investigate the mechanisms that lead to

the origin of the plasma instabilities. The stationary approach enables the solution

of a detailed three dimensional arc tube model in horizontal operation in reason-

able computing times. On the other hand, only time-independent solutions can be

computed so that transient problems cannot be addressed.

The simulation results at stable operating conditions were compared to exper-

imental results of the voltage drop between the electrodes, and the light intensity

of the discharge arc that was recorded by camera. Additionally, relevant results

of other researchers were used to validate the simulation. The comparison shows

that the model can qualitatively describe the crucial physical phenomena. Quan-

titatively, the simulation computes a 9.1 % lower voltage drop compared to ex-

perimental findings. The difference is caused by deviations of the temperature

inside the arc tube that are in turn a consequence of geometrical simplifications

and inaccurate transport coefficients. The sensitivity analysis reveals the influence

of important geometrical dimensions and crucial, mainly temperature-dependent

material parameters. The effects are diverse: Changes of the material parameters

primarily affect the voltage drop, whereas geometrical modifications also alter the

fluid velocity as well as the temperature field inside the arc tube. Overall, the

impact of geometrical changes is higher compared to the altered material parame-

120
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ters. The sensitivity analysis reveals explanations for the differences between the

simulation results and experimental findings.

The modes obtained in this way were used to solve the inhomogeneous wave

equation with a loss factor approach. Naturally, the results contain the impact

of the stable fields so that the second eigenfrequency of the simulation and the

experiment differ by 15.5 %, when the fluid inside the arc tube is driven by the

gravitational force only. Further investigations show that this difference reduces to

11.8 %, when both forces, the gravitational and the acoustic streaming force, drive

the fluid. The sensitivity analysis demonstrates that the frequency of the second

eigenmode, which was further investigated, is mainly influenced by the arc tube

size and only in second instance by the temperature field. The acoustic pressure

amplitude was computed assuming a Lorentzian shape of the response function

and incorporating heat conduction as well as shear stress losses that occur in the

boundary layer and in the bulk of the fluid.

The acoustic response function, i.e. the acoustic pressure as a function of the

excitation frequency, enables computation of the acoustic streaming force so that

its influence on the discharge arc could be analysed. The impact of the additional

acoustic streaming force of the first eigenmode at approximately 33.1 kHz on the

velocity field is negligibly small, which is in agreement with experimental results

that do not experience an altered flow field in this frequency range. The limited

impact originates from the small overlap of the first acoustic mode with the power

density of heat generation. Contrarily, the velocity field of the second eigenmode

at approximately 47.8 kHz significantly changes under the influence of acoustic

streaming. The maximal velocity inside the arc tube with an inner diameter of

6 mm is approximately 0.62 ms−1, which is seven times higher than the purely

buoyancy-driven flow field. The flow pattern is in accordance with theoretical ex-

pectations of an acoustically induced flow in a Kundt’s tube. The results addition-

ally reveal a phase transition of the fluid flow from a stable to an unstable state when

increasing the magnitude of the acoustic streaming force. A symmetry breaking of

the flow field occurs at the critical point so that a transcritical bifurcation appears.

As the movement of the discharge arc is accompanied by changes of the tem-

perature field and the electric field, a recursion loop was implemented to investigate

the impact of acoustic streaming on these fields. This procedure enables computa-

tion of the correct stationary fields at specified excitation frequencies.

The resulting voltage drop, temperature distribution and velocity field show a

severe impact caused by the acoustic streaming force of the second eigenmode.
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The maximal velocity is more than four times higher than the purely buoyancy-

driven flow. This induces an altered temperature distribution, which is confirmed

by experimental measurements of the light intensity distribution. The voltage drop

is in very good accordance to experimental results. Both show a significant increase

when approaching the resonance frequency.

Furthermore, a jump phenomenon and a hysteresis were detected by simula-

tions and experiments. When the excitation frequency is increased from a fre-

quency below the second eigenfrequency, the voltage initially remains constant be-

fore jumping to a significantly higher voltage. Contrarily, the voltage drop between

the electrodes initially increases when decreasing the excitation frequency from a

frequency above the second eigenfrequency. The voltage drop jumps down to a

significantly lower value at a certain frequency. The hysteresis develops because

the two jumps appear at different excitation frequencies. The upward voltage jump

occurs at ca. 47.1 kHz and the downward jump at ca. 46.3 kHz in the simulation.

These effects are similar to those of a Duffing oscillator with a softening spring.

The results of the model and the experiment are in good accordance. However, the

impact of acoustic streaming is strongly underestimated by the simulations. This

has various reasons: (1) deviations of the simulated temperature field to the real

temperature, (2) approximations in the loss factor approach when calculating the

absolute pressure of the acoustic mode and (3) material functions that do not con-

sider the changing chemical composition inside the arc tube when the temperature

distribution inside the arc tube changes.

The violent changes of the discharge arc, when the lamp is operated near an

acoustic resonance, result in flicker. During flicker, the discharge arc jumps be-

tween both stable solutions, which are characterised by different discharge arc po-

sitions, different voltage drops and, consequently, different light intensities. The

model represents this behaviour. Furthermore, it enables investigation of light

flicker at different operating conditions. This study has conclusively shown that

a numerical model can be used to investigate the arc flicker phenomenon in high-

intensity discharge lamps.

In the following, the research questions asked in Section 2.4 are answered:

• Can the acoustic streaming effect qualitatively and quantitatively explain the

arc flicker phenomenon in the HID lamp?

The results show that acoustic streaming inside the arc tube causes move-

ments of the discharge arc which are accompanied by undesirable light fluc-

tuations. A consideration of the acoustic streaming effect in the simulation
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reveals its severe impact on various physical quantities, e.g. the electric po-

tential drop between the electrodes changes significantly at the investigated

acoustic eigenfrequency. The simulation results qualitatively coincide with

experimental measurements that show movements of the discharge arc at the

investigated acoustic eigenfrequency. Quantitatively, a difference between

the simulation results and the experimental measurements was detected.

• Which simulation data and/or experimental parameters enable quantification

of the acoustic streaming effect?

The acoustic streaming effect changes the flow field inside the arc tube be-

cause an additional force is induced at an acoustic eigenfrequency. The alter-

ation of the velocity field was extensively investigated by simulations. Direct

measurements of the flow field are difficult to realise because of the small di-

mension of the arc tube, the material of the tube wall and the light emission.

For an experimental quantification of the acoustic streaming effect, the volt-

age drop between the electrodes during flicker was measured. This quantity

is also available in the simulations. Light intensity measurements and sim-

ulated temperature fields provide additional information about the impact of

acoustic streaming.

• Why does not every acoustic resonance excite visible discharge arc motions?

The pressure distribution of every acoustic eigenmode is different, whereas

the spatial distribution of the source term inside the arc tube responsible

for the acoustic excitation remains constant. A prerequisite for visible light

flicker is that the source term and the pressure antinodes of the eigenmode

overlap. Hence, light flicker occurs at the second eigenfrequency but not at

the first eigenfrequency.

• How do geometries and materials in the HID lamp influence the physical

fields inside the arc tube and the acoustic resonance frequencies that deteri-

orate the light quality?

A modification of the electric conductivity of the plasma affects the volt-

age drop between the electrodes, and a changed dynamic viscosity as well

as thermal conductivity changes the maximal velocity. Apart from that, the

simulations show no significant changes when modifying the material prop-

erties of the plasma. Geometrical modifications of the arc tube and of the

electrode distance show significantly higher changes on the physical fields

inside the arc tube as well as the second eigenfrequency compared to the
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altered material properties, e.g. a small enlargement of the overall lamp size

significantly decreases the frequency of the second eigenmode.

• Which experimental data (optical, electrical and acoustical) can verify the

numerical results, and are the results of the experiment and the simulation

consistent?

In the experimental setup, optical and electrical measurement devices were

implemented. Acoustical measurements were not conducted. In case of the

electrical measurement, the voltage drop between the electrodes was chosen

to verify the numerical results. The results of the experiment and the simula-

tion were qualitatively consistent during stable as well as instable operation.

In the absolute values of the voltage drop, a difference between the simula-

tion results and the experimental measurements occurred. This qualitative

accordance and quantitative difference was also detected between optical

measurements of the discharge arc by camera and simulation results of the

temperature distribution or, respectively, the integrated Planck radiation.

The developed and verified simulation model facilitates the study of acoustic

resonances that lead to light flicker in high-intensity discharge lamps. The findings

help to understand the underlying physical processes considerably better, which is

crucial for an improvement of the lamp and driver design. The validated model en-

ables development of new lamp systems that operate at stable conditions, possess

an improved energy efficiency, are less bulky, are characterised by lower costs and

have a reduced amount of mercury or even avoid this heavy metal. The simulation

of instable discharge arc behaviour allows to design new electronic drivers that op-

erate in the high frequency range and, therefore, have a significantly higher energy

efficiency compared to state-of-the-art lamps. Moreover, the model is helpful to

identify acoustic eigenmodes that induce a fluid flow that causes arc straightening,

which is equivalent to a stabilisation of the discharge arc and leads to a further

increased energy efficiency.

For further investigation of the acoustically induced streaming field in high-

intensity discharge lamps, some advancements are recommended. First, it would

be beneficial to compare the simulation results to additional experimental data.

Especially, the velocity field inside the arc tube is of interest because it induces

the arc flicker. Instead of an indirect detection of the fluid flow by voltage and

light intensity measurements or by theoretical considerations, experimental results
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would be useful in benchmarking the simulation. The laser Doppler anemometry

enables such measurements, but requires special lamp types with a transparent

arc tube material and, therefore, necessitates a simulation model with a different

geometry and adjusted transport coefficients.

Further investigations should address the deviations of the simulated temper-

ature field to experimental findings. The simplified electrode geometry should be

modelled in detail to compute its influence. Furthermore, the current-carrying elec-

trode surface and additional effects on the electrodes (radiation cooling, heating by

ion current, cooling by electron emission, etc.) should be investigated to increase

the accuracy of the simulation.

The simulation of the recursion loop did not converge if the excitation and res-

onance frequency lie very close to one another and, consequently, the magnitude of

the acoustic streaming force is high. It would be interesting to investigate whether

the resulting flow field at this conditions is stable or not. This can be accomplished

with the aid of a linear stability analysis. Moreover, the results of the recursion

loop reveal multiple solutions at certain excitation frequencies and a hysteresis.

The multiplicity of solutions and the hysteresis effect are supposed to be respon-

sible for light flicker. Furthermore, the results are similar to those of a Duffing

oscillator with a softening spring. Hence, an interesting topic is the suppression

or, respectively, the reversal of the softening effect. These might be appropriate

remedies to solve the light flicker problem in high-intensity discharge lamps.

To develop new, energy-efficient, ecologically sustainable and compact elec-

tronic drivers, the simulation can be extended to test the influence of acoustic

streaming on further acoustic modes so that a map of prohibited frequencies ar-

eas would result. An optimisation of the arc tube geometry would then be able

to enlarge the frequency ranges, at which stable lamp operation is possible. Simi-

larly acoustic modes, which straighten the discharge arc, can be detected, and the

frequency areas can be enlarged by an optimisation process.



Appendix A

Technical Drawings

Figure A.1 shows technical drawings of the simulation and the CAD model. The

drawings belong to the investigated Philips MASTERColour CDM-T Elite 35 W/930.

Both models are compared in Section 4.3.2.
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Figure A.1. Technical drawings of the simulation model (top) and of the CAD
model (bottom) in the y-z-plane. All dimensions are shown in mm.
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Appendix B

Simulation Process

Figure B.1 shows the course of the residual, which is defined in Equation 4.8. The

parameters used to create the finite element mesh lists Table 4.1. The computing

time for the eight iterations was 2002 s. The solution was approximated with the

PARDISO solver (see Section 4.3.1)
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Figure B.1. Course of the residual during the solving process of the stationary
simulation. The simulation is considered successful when the residual is below
10−3.
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