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Abstract

Photoacoustic spectroscopy is an effective techniques for measuring the blood
glucose levels non-invasively. The technique detects an acoustic signal gener-
ated by probing glucose molecules using mid-infrared radiation. To amplify
the generated photoacoustic signal an acoustic resonator is used. One of the
resonator ends is left open during the glucose measurements to prevent the
build up of humidity inside the resonator that can affect the measurements.
The open resonator end deteriorates the signal and thus the sensitivity of the
photoacoustic glucose measurements.

This work aims to contribute towards the development of a non-invasive
glucose sensor by improving the sensitivity of the measurements. Resonance
amplification is strongly dependent on the geometry of the resonator. The
resonator geometry is therefore optimized for maximum signal strength and
hence improved sensitivity.

The procedure for optimizing the acoustic resonator is described. Accu-
rate simulation models that can calculate the photoacoustic signal from solid
samples are developed and evaluated against experimental measurements.
The ability of the models to accurately simulate the photoacoustic signal in
both the open and closed resonator configuration is demonstrated. One of
the models is employed in a numerical shape optimization of the resonator to
maximize the detected photoacoustic signal. The optimization results show
a significant signal increment that represent a step forward towards develop-
ing a non-invasive photoacoustic blood glucose sensor.
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Chapter 1

Introduction

1.1 Diabetes

Diabetes mellitus is a wide spreading metabolic disease affecting 422 million
people as of 2014, and attributed to 1.6 million deaths in 2016 [1]. It is charac-
terized by increment of blood glucose levels caused by either the body’s in-
ability to produce insulin (type 1 diabetes) or ineffective use of insulin (type
2 diabetes) [1]. The physiological glucose range for a healthy person is typi-
cally between 72 mg/dl to 180 mg/dl [2], [3]. When the blood glucose levels
are too low (less than 70 mg/dl), a condition known as hypoglycemia, a per-
son can lose consciousness, have a seizure or even die [4]. In situations where
the blood glucose levels are higher than 180 mg/dl, a condition known as hy-
perglycemia, health complications such as kidney damage, blindness, heart
attacks or neuropathy can occur [5].

A cure for diabetes does not exist. Instead patients are required to mon-
itor their glucose levels and regulate it using insulin injection. The insulin
dose is not fixed and can vary depending on factors such as level of physical
activities, meal size, type of meal and the actual glucose level [6]. Therefore,
patients are required to regularly measure their blood glucose levels in a day.
Continuous glucose measurement and control can greatly reduce mortality
and other medical complications in diabetics [7], [8].

1.2 Glucose

1.2.1 Structure

Glucose is the central carbohydrate of human physiology with the chemical
formula C6H12O6 and molecular weight of 180.156 g/mol. It has two opti-
cal isomers: D- and L- glucose [9]. D-glucose is naturally occurring and in-
volved in human metabolism while L-glucose is synthetically manufactured



2 Chapter 1. Introduction

FIGURE 1.1: Anomers of D-glucose in aqueous solution [11]

and cannot be used by human cells. In this article, glucose refers to the D-
isoform. Glucose is hydrophobic and in an aqueous solution, exists in five
anomeric forms as seen in Figure 1.1.

Glucose is the most important form of energy in the human body and is
stored as glycogen. When the body needs energy, glycogen stores are broken
down into glucose through a process called glycogenolysis and transported
throughout the body via blood. Apart from blood, glucose is present in other
biofluids such as intracellular fluid, interstitial fluid, urine, sweat, aqueous
humour and saliva [10].

1.2.2 Invasive measurement

The common method for monitoring the blood glucose level involves prick-
ing the patient’s fingertip with a lancing device to extract a drop of blood.
The blood is placed on an enzymatic test strip and analyzed using an electro-
chemical reaction. The glucose in the blood is initially oxidized using the
enzyme glucose oxidase in the presence of water and oxygen. The enzyme
is specific to glucose and its mainly used to determine glucose in body fluids
[12], [13] by converting it to hydrogen peroxide and gluconic acid.

Glucose + H2O + O2
glucose oxidase−−−−−−−−→ Gluconic acid + H2O2
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The glucose concentration is then determined using electro-chemical meth-
ods such as amperometry or potentiometry. The concentration is directly
proportional to the amount of consumed oxygen and concentration of glu-
conic acid or hydrogen peroxide produced [10]. During amperometric mea-
surements for example, hydrogen peroxide is oxidized at the anode of an
electro-chemical probe to produce an amperometric signal (current) that is
proportional to the glucose concentration [14]. This finger pricking method
is the most accurate method for glucose measurements due to its high sensi-
tivity and reliability [15].

Patients are recommended by doctors to measure their glucose levels sev-
eral times a day which makes finger pricking method relatively painful, un-
comfortable and it poses the risk of developing an infection at the site where
the skin is pricked. As a result, diabetics are unwilling to check their glucose
levels regularly as recommended by doctors [16]. There is a need for the de-
velopment of a reliable, painless and non-invasive method for measuring the
glucose levels.

1.3 Non-invasive glucose measurement

A lot of effort has been devoted to developing an alternative method for mea-
suring glucose non-invasively. It would improve the quality of life of diabet-
ics and improve their compliance to frequently monitor their blood glucose
levels. For a method to be adopted into a glucose measuring sensor, the fol-
lowing requirements need to be fulfilled:

• Stability. This refers to how a measurement device performs over a long
period of time. A device should have high precision such that mea-
surements are reproducible for the same concentration. In addition,
it should provide high degree of accuracy such that measurements do
vary over time.

• Sensitivity. It refers to the smallest concentration that a sensor can de-
tect. A blood glucose sensor should be able to detect glucose concen-
trations as low as 30 mg/dL [17].

• Selectivity. The measurement method should be able to discriminate
the glucose signal from signals from other substances. Glucose in the
human body is found in aqueous solutions that contains ions or pro-
teins which may produce a signal that interferes with the glucose mea-
surements.

• Portability. The measurement device should be small and easy to carry.

Due to the challenge of directly accessing blood for non-invasive glucose
measurement, biofluids that are easily accessible such as urine [18], saliva
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FIGURE 1.2: Schematic of the human skin [25].

[19], tears [20], [21] and sweat [22] have been investigated as alternatives
to measuring glucose in blood. However, the glucose levels in these fluids
have poor correlation with the blood glucose levels [23] and long lag time
[24] making them unsuitable. Glucose measurements of saliva are affected
by changes of the pH value that can occur after eating acidic foods.

A suitable alternative to measuring glucose concentration directly from
blood vessels is by probing the interstitial fluid (ISF) in the epidermal layer of
the human skin. A cross-section of the human skin is presented in Figure 1.2
which consists of the stratum corneum, epidermis, dermis and subcutaneous
tissue. The epidermis layer is a few micrometers under the outermost skin
layer the stratum corneum. The layer has no blood vessels and the cells are
nourised by the interstitial fluid. Blood capillaries are found deeper in the
dermis layer which is approximately a few millimeters deep.

The intersitial fluid is an extracellular fluid that diffuses through blood
capillaries. Probing ISF for glucose is advantageous as it contains fewer pro-
teins in its matrix compared to blood since some of the blood proteins cannot
diffuse across the blood capillaries. The glucose concentration in ISF is simi-
lar with blood glucose [26] and follows blood glucose variations with a delay
of approximately 5 minutes to 15 minutes depending on the skin location
probed [24], [27], [28]. The ISF is located about 15 µm to 20 µm under the
stratum corneum layer.

Non-invasive methods are broadly classified as either optical or non-optical
methods.

1.3.1 Non-optical methods

Non-optical methods include reverse iontophoresis, ultrasound (sonophore-
sis), bioimpedance spectroscopy, electromagnetic and metabolic heat confir-
mation.
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Reverse iontophoresis [29] is a process where a weak electric current is
transported between the cathode and anode placed on the skin surface. The
current causes ions in the interstitial fluid to move to the skin surface by
electro-osmotic flow carrying with it glucose molecules [14]. The glucose
concentration in the fluid is determined by the enzymatic method using glu-
cose oxidase. The movement of the interstitial fluid to the skin surface is
slow and as a result, the measurements have around 20 minutes lag to blood
glucose reading [10]. The accuracy of the method is considerably affected by
sweat and the flow of electric current causes skin irritation.

Sonophoresis (ultrasound) [30], [31] like reverse iontophoresis is based on
extraction of the interstitial fluid at the skin surface then measuring the glu-
cose concentration using the enzymatic method. The method employs piezo-
electric transducers to generate low frequency ultrasound that increases the
skin’s permeability to the interstitial fluid through a process referred to as
skin cavitation. The technique is commonly used to transport drugs into the
body and has no adverse effects on the skin. However, it is susceptible to
temperature fluctuations and pressure changes [14].

Bioimpedance spectroscopy [32] measures changes in tissue impedance
levels using an electric current. Changes in blood glucose levels, changes
the osmolarity of the blood serum. This causes the redistribution of potas-
sium and sodium ions in the surrounding tissue and blood that changes the
permittivity and conductivity of tissue that can be correlated to the blood
glucose levels [14], [15]. The method is relatively simple and potentially af-
fordable to implement into a portable glucose measuring sensor. However,
human tissue morphology is different from one individual to another which
causes different tissue impedance between individuals that is not related to
glucose variations. The technique is susceptible to motion artifacts, sweating
and tissue temperature changes that affects tissue impedance [15].

Metabolic heat conformation method measures the heat generated from
glucose oxidation, the blood flow rate and blood oxygen levels at the finger-
tip [14]. Statistical methods are then used to extract the glucose concentration
from the measurements. The method is susceptible to environmental condi-
tions such as temperature [33] and thus used to provide auxiliary data for
glucose quantification [34].

1.3.2 Optical methods

Optical methods utilize laser radiation to probe glucose molecules within
the human body. Glucose concentration is then correlated to a change in
either the light’s intensity, polarization or wavelength after interacting with
glucose molecules. Optical methods are highly selective even in complex
matrix like blood, quick and the radiation is not harmful to the human body
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as the intensity used obeys laser protection guidelines and is non-ionizing
making them suitable for in vivo glucose measurements.

Initially, most of the methods have been investigated in the near-infrared
(NIR) region [35]–[38]. This is due to the optical or therapeutic window
where light absorption by water is low and hence the radiation can pene-
trate several millimeters deep into the human tissue and reach the blood ves-
sels for glucose measurements [39], [40]. NIR measurements probe harmonic
overtones of glucose vibrations [41] and, as a result, the glucose absorption is
relatively weak compared to the background water absorption. The accuracy
of the measurements is limited by strong interference from tissue and other
blood components with similar absorption spectra [6], [35], [36], [38]. Fur-
thermore, NIR measurements are affected by strong tissue scattering com-
pared to mid-infrared light.

Mid-infrared radiation (MIR) has penetration depth of around 100 µm in
tissue due to strong attenuation by water. As a result, MIR measurements
probe ISF for glucose measurements. Glucose has isolated absorption bands
in the MIR due to fundamental vibrational modes between 1000 cm−1 to
1245 cm−1 which improves the selectivity of glucose from other components
of the ISF and enables easy quantification of glucose concentration [24]. MIR
glucose absorption is strong which improves the sensitivity of measurements
to small glucose concentration. Furthermore, MIR radiation is less scattered
in tissue compared to NIR radiation hence more photons can be detected.

FIGURE 1.3: Absorption spectrum for aqueous glucose in the
MIR region extending from 800 cm−1 to 1600 cm−1 (wavelength

of 6.25 mm to 11 mm) [41].

The absorption spectra of aqueous glucose is shown in Figure 1.3. Water
absorption has been subtracted from the spectra. The absorption bands be-
tween represents the glucose fingerprint region are attributed to fundamental
stretching and bending modes of glucose [11], [42].
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Figure 1.3 shows the absorption spectra of aqueous glucose in the MIR
region. Water absorption has been subtracted from the spectra. Glucose ab-
sorption peaks are identified at around 920 cm−1, 1037 cm−1, 1060 cm−1, 1085
cm−1, 1109 cm−1, 1150 cm−1, 1365 cm−1 and 1435 cm−1 [24], [41]. The region
with the strongest glucose absorption between 900 cm−1 and 1200 cm−1 is
the glucose fingerprint region. The peaks are attributed to stretching and
bending modes of C – O – H [11], [24].

Various optical spectroscopic techniques have been explored in the search
for a non-invasive blood glucose measurement. Among them is Raman spec-
troscopy [43]–[46] which monitors inelastically scattered light to determine
the vibrational spectrum of glucose with the intensity of the Raman shifted
light related to the glucose levels. Raman spectra compared to infrared spec-
tra, have less overtones and spectra overlap. As a result, glucose has narrow
bands which enable spectral selectivity against blood and tissue components
[23], [47]. Furthermore, water has a small Raman scattering cross-section
which fosters glucose detection is aqueous media. However, Raman signal
is weak due to the low excitation efficiency of Raman scattering. Thus Ra-
man measurements require long integration time to improve the signal to
noise ratio of the measurements. The measurements are also greatly affected
by tissue autofluorescence which produce a fluorescence signal that is larger
than or equal to the Raman signal.

Polarimetry [48]–[50] is a technique which correlates the glucose levels
with the degree of rotation of linearly polarised light by aqueous glucose
molecules. Polarimetric measurements in and through the skin are not ef-
fective because the skin is a highly scattering tissue and will depolarise the
light. The ideal measurement location is through the eye where light scat-
tering is minimum to measure glucose in the aqueous humour. Polarimetric
measurement of aqueous humour has a lag time of around 30 minutes [48]
which is not ideal for continuous glucose monitoring. The degree of rotation
of the polarised light is affected by temperature and presence of albumin and
ascorbic acid which are optically active materials [51].

Diffuse reflectance spectroscopy [52], [53] takes advantage of the strong
scattering properties of the skin. A light beam is focused on a small area of
the skin, the reflected light intensity is detected and used to determine the
absorption co-efficient µa and reduced scattering co-efficient µ′s of the skin.
Glucose levels are correlated to the changes in the reduced scattering coeffi-
cient of the skin [54], [55]. The reduced scattering coefficient depends on the
difference in the refractive index between extracellular fluids (such as ISF)
and tissue scatters (cell membrane and cellular components) [56]. However,
changes in osmolytes (urea, NaCl and KCl ions) have been shown to sig-
nificantly change the reduced scattering coefficient [57] and hence affect the
accuracy of the measurements.

Optical coherence tomography (OCT) [58], [59] uses an interferometer to
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combine back scattered radiation from the skin with radiation from a ref-
erence arm to produce an interferometric signal. Glucose concentration is
correlated with the scattering coefficient µs that is calculated from the inter-
ferometric signal. The OCT signal can be measured at a specific tissue layer
depth whereas diffuse reflectance spectroscopy integrates the signal over the
entire photon path which can consist of numerous layers [14], [15]. As a re-
sult, OCT can significantly reduce the interference signal from other scatter-
ing effects within the tissue and hence provide higher accuracy. The accuracy
of OCT is susceptible to patient motion, changes in tissue temperature and
osmolytes [15].

Photoacoustic spectroscopy (PAS) [60]–[62] unlike the other optical meth-
ods, detects acoustic waves produced from optical excitation. The amplitude
of the photoacoustic signal correlates with the glucose levels. Photoacoustic
(PA) measurements provide high sensitivity since acoustic waves are more
immune to tissue scattering than photons and unlike conventional absorp-
tion spectroscopy, scattered light doesn’t contribute to the signal. PA glucose
measurements have been shown to provide good selectivity and stability,
however, the technique does not provide enough sensitivity.

1.4 Thesis aim and structure

Despite all the numerous attempts, a non-invasive glucose measurement method
is presently not available to diabetic patients. This project work contributes
to the development of a photoacoustic sensor by improving the sensitivity
of PA measurements. Photoacoustic glucose measurements utilize an open
T-shaped resonator for signal amplification. In this work, a numerical shape
optimization of the open T-shaped resonator is performed for maximum PA
signal and hence improved sensitivity. This requires numerical models that
can accurately simulate the photoacoustic signal.

The project work can be broadly split into three steps.

• In the first step, PA simulation models using the viscothermal (VT) and
amplitude mode expansion model (AME) are developed for solid sam-
ples. Their performance in accurately modelling the PA signal in a
closed macroscopic T-shaped resonator is analyzed and validate using
experimental measurements.

• In the second step, the VT and AME models are adopted for the simu-
lation of an open resonator configuration using perfectly matched lay-
ers (PML) and boundary element method (BEM). Three approaches
for simulating an open resonator are presented, that is, the viscother-
mal model with perfectly matched layers (VT-PML), viscothermal with
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boundary element method (VT-BEM) and the amplitude mode expan-
sion model with perfectly matched layers (AME-PML).

• In the final step, the most suitable simulation approach is implemented
in a shape optimization of the open T-shaped resonator with the aim of
maximizing the photoacoustic signal. The optimization finds the best
the resonator radii and lengths that will result in the greatest signal
amplification.

In Chapter 2, the photoacoustic process is described. The most important
components of a typical photoacoustic set up are explained. Then the state of
the art of photoacoustic glucose measurements is reviewed. In Chapter 3, PA
the simulation models are described for both the open and closed resonator
configuration. The implementation of the models in a T-shaped resonator is
described for both the configurations. In Chapter 4 the experimental set up
used to validate the simulation results is described. The simulation results
of the open and closed resonator along with experimental measurements are
presented. In Chapter 5, the optimization procedure is presented along with
the results from the optimization process. The report is concluded in Chapter
6 where the contributions from this work are highlighted along with sugges-
tion for future investigations that would help realize the development of a
photoacoustic sensor for non-invasive measurement of blood glucose.
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Chapter 2

Photoacoustic spectroscopy

2.1 Fundamentals

Photoacoustic spectroscopy (PAS) is based on the photoacoustic effect that
was discovered by Alexander Bell in 1880 when he realized that thin discs
produce sound when illuminated with rapidly interrupted sunlight [63]. The
photoacoustic effect was later detected in liquids by Preece [64] and in gases
by Tyndall [65] and Röntgen [66]. The applicability of the effect was initially
limited but the development of laser technology and pressure detection de-
vices resulted in increased interest. PAS using lasers was first demonstrated
by Kerr and Atwood to detect carbon dioxide using a continuous wave CO2
laser in 1968 [67].

PAS is a special variation of absorption spectroscopy where acoustic waves
are detected instead of photons. When molecules absorb photons, they are
excited to higher energy levels. The molecules can decay back to the ground
state either radiatively by releasing a photon (for example fluorescence) or
non-radiatively by collisional relaxation, where the absorbed photon energy
is transformed into translation energy. When the radiative lifetime of the
molecules is longer than non-radiative lifetime, collisional relaxation dom-
inates. This is usually the case for vibrational excitation at wavelength of
above 10 µm where the radiative decay has characteristic lifetime of 10−2 s
while non-radiative lifetime is typically 10−3 s at atmospheric pressure [68].
Non-radiative lifetime is pressure dependent and can vary between 10−3 to
10−8 s. During collisional relaxation, the absorbed photon energy is released
as heat causing temperature increment of the surrounding. When the radi-
ation source is modulated, photon absorption and subsequent heat release
to the surrounding is periodic, thus generating a pressure wave. It is this
pressure wave that is detected and referred to as the photoacoustic signal.

Photoacoustic spectroscopy has been widely demonstrated in trace gas
detection [69], [70], medical application [71]–[73], condensed matter analysis
[74], [75] and food industry [76]. PAS has numerous advantages over other
spectroscopic methods:
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• Compared to conventional absorption spectroscopy it provides higher
sensitivity. This is because PAS measures energy absorbed by the sam-
ple instead of decrease in the light intensity after being transmitted
through the sample [77]–[79]. The PA signal is not produced when
an absorbing sample is not present unlike in conventional absorption
spectroscopy where the transmitted signal can be affected by light scat-
tering or reflection.

• Unlike absorption spectroscopy, PAS does not require long interaction
path between the sample and the excitation light source.

• PAS can measure concentrations as low as parts per trillion [80], [81].

• The method is relatively cheap since the measurement equipment such
as microphones are not expensive compared to infrared optical detec-
tors [80].

• Possible to reduce the system size into a portable measurement instru-
ment [70], [82].

• The method can be used to detect optically opaque samples unlike tra-
ditional absorption spectroscopy [77], [79].

• It is a nondestructive method for sample evaluation with little to no
sample preparation required. The probe remains unchanged after mea-
surement and can be re-used [82], [83].

• The method is capable of detecting multiple species [70], [84].

A typical photoacoustic set up consists of an optical excitation source, an
acoustic resonator and an acoustic detection system as shown in Figure 2.1.

FIGURE 2.1: Schematic of a typical photoacoustic setup.

2.1.1 Optical source

Molecular energy is quantized into electronic, vibrational and rotational en-
ergy levels that uniquely characterise each molecule. This property is utilised
in optical spectroscopy to identify and quantify molecules. Molecules in the
ground state, the lowest energy level, can be excited to a higher energy level
by absorbing photons. The absorption of photons by a molecule occurs if the
photon energy Ephoton corresponds to the difference of two energy levels of
the molecule ∆E.
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∆E = E2 − E1. (2.1)

The photon energy Ephoton is related to its wavelength λ using

Ephoton = hv = hc/λ (2.2)

where h is Plank’s constant, v the frequency of the photons and c the speed
of light. The molecular transitions are related to the wavelength (thus energy)
of the photons. The transition between ground state to an excited electronic
state requires photons with wavelengths in the visible and ultraviolet region.
Photons in the infrared spectral range cause vibrational transition while mi-
crowaves are responsible for rotational transitions.

Since the excited states are unstable, molecules eventually return to the
stable ground state through several different paths as illustrated in Figure
2.2.

FIGURE 2.2: The Jablonski diagram showing the different
molecular transitions [85]

The energy levels labelled S0, S1, S2 are the electronic energy levels for
which the sum of the electron spin quantum number is zero (singlet state)
while T1 is a triplet state for which the spin of an electron has changed sign.
The molecular decay from an excited state can occur through:
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• Radiative decay by luminescence. When the photon emitted occurs be-
tween an excited state and a ground state with the same spin, the radi-
ation is called fluorescence. The molecules in the excited state can tran-
sition to a triplet state before decaying to the ground state, the emission
is called phosphorescence. Fluorescence emission has a characteristic
lifetime of nanoseconds and the emission has shorter wavelength com-
pared to phosphorescence.

• Non-radiative decay by inter system crossing. Inter system crossing
occurs when the spin state changes from a singlet to a triplet. The tran-
sition is quantum mechanically forbidden and occurs at a typical time
scale of 10−8 s.

• Non-radiative decay by internal conversion and vibrational relation.
When a molecule is excited to a higher energy level, it decays rapidly
to the lowest vibrational state of the excited energy level S1. The decay
is very rapid in the time scale of picoseconds.

• Non-radiative decay due to collision of molecules a process referred to
as quenching.

Photoacoustic effect is produced by non-radiative relaxation of molecules.
The molecular excitation for the photoacoustic process can be achieved using
light sources with emission ranging from the ultraviolet region to the far in-
frared. However, in the ultraviolet and visible spectral range, the radiative
lifetime of molecules is shorter than non-radiative lifetime and hence fluores-
cence de-excitation dominates. In the infrared region, non-radiative lifetime
is typically shorter than the radiative lifetime hence PA measurements are
mainly performed in the infrared range

Broadband infrared lamps were initially employed for PA excitation as
they are cost effective and provide wide spectral coverage [68]. Infrared
lamps have been used for PA absorption spectra of trace gas elements with
sensitivity to parts per million level [86].

The invention of lasers in 1960 increased interest in PA measurements due
to the inherent properties of laser light that makes them suitable for spec-
troscopic applications. The intensity of laser radiation is orders of magni-
tude higher than conventional light sources which improves the sensitivity
of measurements. The light has spectral line widths that are narrower than
molecular absorption line widths [80] which enables selective excitation of
specific molecules in a complex mixture. Additionally, laser light has good
spatial coherence thus provides good spatial resolution of measurement sam-
ple and allows for remote/ non-invasive measurement. Lasers are tunable
over a wide spectral range that allows the excitation of numerous atomic or
molecular transition.

Both, pulsed and continuous wave (CW) laser sources are used for PA
application. For a CW laser source, the laser intensity is modulated at a duty
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cycle of 50 %. This is mostly achieved using a mechanical chopper [68], [77],
[87], [88] that periodically blocks the laser beam using a rotating chopper
disc that is driven using a motor. A mechanical chopper has several disad-
vantages. The mechanical system generates coherent noise to the modulated
photoacoustic signal. Separating the chopper noise from the PA signal is
difficult which decreases the signal to noise ratio of the measurements. Me-
chanical systems are liable to wear and imperfection in the mechanical design
may alter the chopper modulation frequency.

Alternatives to the mechanical chopper are an electro-optical [89], [90]
or acousto-optical modulation. The modulation is based on the principal of
interference where the laser beam is split into two paths. One of the paths
contains a non-linear optical material that causes a delay. The beams from the
two paths are then recombined resulting in either constructive or destructive
interference depending on the relative phase shift caused by the delay. In
cases where diode lasers are used, the modulation can be achieved by directly
modulating the laser driving current [91].

The PA signal based on modulated excitation of solid samples is described
by Rosencwaig and Gersho who describe six different cases [92] depending
on the thermal and optical properties of the sample with respect to its length.
For glucose measurements across the skin, the PA signal amplitude S is de-
pendent on the modulation frequency as [87], [93]

SPA ∝
α(λ)I0(λ)

V f 1.5 (2.3)

where α(λ), I0(λ), V, f , L, µa, µs, λ represent the absorption coefficient, the
incident laser intensity, the enclosed gas volume (within the acoustic res-
onator), the modulation frequency, the sample thickness, the optical pene-
tration depth, the thermal diffusion length and the excitation wavelength re-
spectively. Since the amplitude of the PA signal is inversely proportional to
the modulation frequency, the laser intensity is modulated at audio frequen-
cies of less than 10 kHz. However, electronic and external acoustic noise
increase with decreasing frequency. As a result, the measurements from CW
excitation usually have a low signal to noise ratio. The generated PA signal
has the same frequency as the laser modulation frequency.

Pulsed lasers generate a heat pulse within the measured sample which
excites an acoustic pulse [94]. This requires a short laser pulse such that
thermal and stress confinement conditions are fulfilled [95], [96]. Thermal
confinement indicates that thermal diffusion during laser illumination can
be neglected while the stress confinement indicates that volume expansion
of the sample during the illumination period can be neglected. Lasers with
pulse duration in the nanosecond range fulfill this requirement
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τ < τst =
dc

vs
< τth =

d2
c

Dt
(2.4)

where τ, τst, τth, dc, vs, Dt are the laser pulse duration, stress confinement
threshold, thermal confinement threshold, the characteristic length of heat
heterogeneity, speed of sound and thermal diffusivity respectively. The frac-
tional volume expansion dV/V of a sample at a position r after pulse excita-
tion is given by

dV
V

= −kp(r) + βT(r) (2.5)

where k, p(r), β, T(r) are the isothermal compressibility, change in pres-
sure, thermal coefficient of volume expansion and change in temperature
respectively. The local pressure increment from the short pulse can be ex-
pressed as

p(r) =
βT(r)

k
. (2.6)

Assuming that all the absorbed optical energy from the pulse is converted
into heat, the temperature change is given by

T =
A

ρCv
, (2.7)

where ρ, Cv, A are the density, heat capacity at constant volume and the
absorbed optical energy deposition density respectively. A is the product of
the absorption coefficient and local light fluence (energy of the laser pulse
per illumination area). Substituting T in Equation 2.6 with Equation 2.7, we
get:

P =
βA

kρCv
. (2.8)

Pulsed excitation generates a broadband PA signal that is frequency inde-
pendent. As a result, measurements can be made at higher frequencies and
hence low frequency noise components can be separated from the signal thus
increasing the overall signal to noise ratio.

In the MIR range, glucose vibrational modes can be accessed using tun-
able CO2 laser [97], [98], optical parametric oscillators [99], lead salt lasers
or quantum cascade lasers. Lead salt lasers produce MIR wavelengths be-
tween 3 µm to 30 µm that is dependent on the energy band gap of IV-VI
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semiconductor materials. However, they require cryogenic cooling due to
the poor thermal conductivity of the semiconductor material and have low
output power of around 0.1 mW to 0.5 mW making them unsuitable for sen-
sitive PA measurements [68], [100].

CO2 lasers produce high optical power in kilowatts range and have a rel-
atively compact design. The laser emission has a narrow line width and is
tunable over a broad spectral range that covers the glucose fingerprint re-
gion [100]. However, continuous wavelength tuning, and power stability are
difficult to achieve [80], [101].

Optical parametric oscillators (OPO) are broadly tunable but their opera-
tion is complex compared to pure laser system. OPO generate wavelengths
by utilising the second order non-linear susceptability of crystals. The pro-
cess requires the phase matching condition to be satisfied. Given that the
refractive index of the non-linear crystal is temperature dependent, phase
matching conditions are difficult to achieve to enable continuous wavelength
tuning of the OPO. Therefore, they are are not widely used in spectroscopic
measurements.

Recent development of quantum cascade lasers (QCL) has resulted in a lot
of interest in MIR glucose measurements and is the most widely used light
source for glucose measurements. QCL provide a tunable light source with
high spectral density, long lifetime of more than 10000 hours, low energy
consumption with long-term wavelength and power stability [102]. Further-
more, QCL can be miniaturized which makes them an idea light source for
producing a portable device and have high output power that can penetrate
deep into the skin to the access the interstitial fluid. In this work, a QCL is
used and its operation principle is described in Chapter 4.

2.1.2 Acoustic resonator

Acoustic resonators are used to enhance the generated PA signal. By match-
ing the modulation frequency of a CW laser or the pulse repetition rate for a
pulsed laser excitation with the resonator’s acoustic eigenfrequency, acoustic
modes of a resonator can be excited.

Acoustic resonators play a crucial role is in improving the sensitivity of
photoacoustic measurements. Resonance amplification of the PA signal up
to 10000 [103] have been reported. Additionally, resonators can provide in-
sulation from external acoustic noise. The degree of signal amplification by
the resonator is given by the quality factor Q ,that describes the ratio of the
stored acoustic energy to the total energy losses in the resonator.

Q =
f0

∆ f
(2.9)
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Here f0 is the peak resonance frequency and ∆ f is the full width of the
resonance profile at half maximum (FWHM). When the the laser modulation
frequency slightly deviates from peak resonance frequency f0, a steep drop
of the amplification occurs especially for resonances with very high Q factor.

The peak resonance frequency depends on the speed of sound, which is
affected by temperature [104], [105] and humidity [106] in the propagating
media. Changes in temperature and humidity affect the speed of sound thus
shifting the peak resonance frequency. It is recommended that resonators
with high Q factor implement sensors to monitor the humidity and temper-
ature fluctuations during measurements [107]. A control loop system can
then be implemented to match the laser modulation frequency with the peak
resonance frequency.

Losses within the resonator lowers its quality factor and thus the resonant
acoustical amplification. The losses are broadly categorized into surface and
volume effects. Surface losses occur from the interaction of the acoustic wave
with the interior resonator surface and are the dominant dissipation mech-
anism in resonators. The main losses include viscous and thermal losses at
the resonator surface, dissipation at the microphone diaphragm, compliance
of the chamber walls and acoustic wave scattering losses at obstacles inside
the resonator [68], [94]. Volumetric losses include radiation losses, as well as
viscous and thermal losses in the bulk of the fluid. Radiation loss effects are
negligible in closed resonator since the acoustic waves are almost perfectly
reflected by the resonator walls [94].

The simplest acoustic resonator is a cylindrical resonator. Its symmetry
coincides well with the axis of the laser beam propagation along the cylinder
axis and is the most frequently used resonator in PAS [94]. A cylindrical
resonator has longitudinal, radial and azimuthal acoustic modes respectively
( 2.3).

FIGURE 2.3: Longitudinal, radial and azimuthal modes of a
cylindrical resonator respectively.

Depending on the application, various resonator shapes have been used
for PA measurements such as a Helmholtz [108], H-shaped [109], T-shaped
[110] and ‘banana’cell [111].
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2.1.3 Acoustic detector

The detection of PA signal is done using either microphones, piezoelectric
transducers or optical detectors. The detector choice depends on numerous
factors such as sensitivity, bandwidth, frequency, response time and detec-
tor size. Microphones are mostly selected for PA measurements as they are
readily available and offer high sensitivity over a wide frequency range. This
allows for the laser modulation frequency to be freely chosen.

Condenser and electret microphones are the standard microphones used
in PAS [77]. A condenser microphone consists of a fixed back plate and
a movable membrane. When pressure waves hit the membrane, the dis-
tance between the fixed back plate and the membrane changes which in turn
changes the capacitance of the plates proportionate to the pressure ampli-
tude. An electret microphone has a similar working principle to a condenser
microphone. The membrane is however made using an electret material.

The signal from the microphone is processed using a lock-in amplifier so
as to reduce noise levels and convert the signal to a digital format for stor-
age and data processing. The reference frequency for the lock-in-amplifier
is obtained from the modulation source when using CW excitation or pulse
repetition rate of a pulsed laser.

Micro-electro-mechanical systems (MEMS) microphones were developed
in 2002. They use the same principle as the condenser and electret micro-
phone. Pedersen et al. [112] first used MEMS microphone for PAS and
resulted in a significant improvement in thethe system performance. The
MEMS microphones are smaller, cheap and suitable for developing a portable
device [112].

Piezo electric transducers are based on the piezo electric effect found in
materials without an inversion symmetry. The coupling between the internal
dielectric polarization and strain of these materials causes an electric charge
to be produced when pressure is applied. The most common piezo-electric
transducer used for PA detection is a quartz tuning fork. A PA signal is
generated between the two prongs of the tuning fork which induces anti-
symmetric vibrations on the prongs. The vibrations are transformed to an
electrical signal due to the piezoelectric effect of the material that is propor-
tional to the PA signal. Acoustic signals that are not produced between the
prongs induces symmetric vibrations on the prongs which does not generate
a current [113]. As a result, detection with a turning fork is less sensitive to
external acoustic noise. Tuning forks have resonances with high Q factor in
the ultrasound region that are exploited to significantly amplify the PA sig-
nal. This requires that the frequency of the PA signal generated matches the
resonance frequency of the tuning fork. At normal pressure, the resonance
of a quartz turning fork has a width of approximately 4 Hz. Only pres-
sure within this narrow spectral band can induce efficient excitation of the
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quartz turning forks [113] thus further improving their immunity against ex-
ternal acoustic noise. However, precise alignment of the laser beam between
the arms of the tuning fork is required to efficiently couple the generated
pressure waves into the tuning fork. PAS measurements using tuning forks
are commonly referred to as quartz enhanced photoacoustic spectroscopy
(QEPAS) and have been broadly applied for trace gas measurements.

Optical detectors are based on refractometry and interferometry [114].
Refractometry based detection uses a probe laser to measure changes in the
refractive index of a medium caused by the interaction of the medium with
PA waves. Interferometric based detection monitors changes in optical in-
terference pattern caused by the PA waves. The PA waves trigger changes
in the mean free path or the optical phase depending on the interferometric
configuration used [114].

2.2 PA glucose measurement

Glucose measurements are currently done in the MIR region due to strong
glucose absorption and less interference from absorption of other tissue com-
ponents. A glucose sensor should ideally be able to measure between the
critically high and the critically low glucose levels i.e. between 30 mg/dl and
500 mg/dl. In-vitro studies have demonstrated glucose detection limits as
low as 13.8 mg/dl in blood [115] and 4 mg/dl in aqueous glucose solution
[116]. However, converting these in-vitro results to in-vivo detection is diffi-
cult since they do not bear additional challenges such as skin effects, artefacts
from patient movement or blood pulsation.

Lilienfeld-Toal et al. [17] demonstrated that in-vivo MIR PA measure-
ment of glucose in a complex matrix like the human skin is possible. They
recorded the PA signal from the forearm of a healthy person during an oral
glucose test using two pulsed QCLs emitting radiation at 1080 cm−1 and
1066 cm−1 which coincides with the maximum and the minimum of a glu-
cose vibrational mode. The ratio between the wavelengths is used to indicate
the changes of glucose levels. Their results demonstrate qualitative correla-
tion between the glucose levels in the interstitial fluid and blood.

Kottmann et al.[62], [117] used a CW tunable external cavity quantum
cascade laser (EC-QCL) to measure glucose deep in epidermal skin samples
which closely resembles in-vivo measurement conditions. Skin transpiration
during measurements caused a buildup of humidity inside the PA cell which
can affect the sensitivity of the measurements. They demonstrated that by
ventilating the PA cell with nitrogen gas stable measurement conditions can
be achieved. Their measurements yielded a detection limit of 100 mg/dl with
a SNR of 1 and a signal integration time of 1 s [62]. This detection limit is
not sensitive enough for the approach to be developed into a glucose sensor.
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Since PA measurements using CW excitation are performed in the audio fre-
quency range, they are affected by noise and require longer time for signal
integration. This makes the method susceptible to changes in temperature,
small movements and even pulsation during in-vivo measurements. When
they evaluated the feasibility of the approach in-vivo on a human forearm, an
additional periodic signal to the PA signal was detected. The periodic signal
was attributed to blood pulsation and could be significantly reduced with a
longer integration time of around 1 s [117].

The latest study from Kottmann et al. [25] was an in-vivo measurement
on the forearm of a healthy volunteer under oral glucose tolerance test. Two
QCLs at fixed wavelengths corresponding with maximum and minimum
glucose absorbance were employed. They performed out of phase wave-
length modulation measurements to compensate for long term drifts and
hence greatly improve the measurement stability. However, they reported
that the detection sensitivity was still unsatisfactory for the physiological
range of glucose concentration.

Pleitez et al. [61] used a pulsed external cavity quantum cascade laser
(EC-QCL) tunable across the infrared glucose fingerprint region between 1000
cm−1 and 1245 cm−1, with a photoacoustic cell (T-shaped) designed for ultra-
sound operation, to quantitatively measure the glucose concentration. Acous-
tic noise was reduced during measurements by operating the laser at high
repetition rates and detecting the PA signal in the ultrasound region. They
measured glucose levels non-invasively on a healthy and diabetic volunteer
who had undergone a series of oral glucose tolerance test. They quantita-
tively measured glucose levels from the PA signal between the range of 50
mg/dl to 300 mg/dl. Their results demonstrated that their technique is sen-
sitive to continuously follow changes in glucose levels over time and highly
selective as they could multivariate data analysis to discriminate glucose sig-
nal from other interstitial constituents.

In a further study, Pleitez et al. [110] improved the stability of their mea-
surement set up by using the T-shaped resonator in an open configuration.
They demonstrated that the open configuration reduced the influence of pres-
sure and temperature changes along with the buildup of humidity inside the
cell caused by skin transpiration. Furthermore, the high repetition rate of the
laser enabled recording of an entire spectrum between1000 cm−1 and 1245
cm−1 in a few seconds with a signal to noise ratio of 27. As a result, they
demonstrated that PA glucose measurement using pulsed tunable EC-QCL
excitation combined with ultrasound detection using an open T-shaped res-
onator provides enough selectivity and stability to be adopted into a portable
sensor. However, the sensitivity of the method for in-vivo continuous mea-
surement needs to be improved.

The open end of the T-shaped resonator used by Pleitez et al. leads to a
leakage of the PA signal and therefore lowers the overall sensitivity of the set
up. A method to boost the PA signal involves synergetic resonance matching
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of the PA cell with the microphone [118] that is demonstrated by Sim et al.
Using analytical and numerical calculations, they optimized the geometry of
the resonator by calculating the its acoustic eigenmodes. They matched one
of the resonances of the resonator with that of their microphone and which
improved the signal to noise ratio by a factor of 3.5. The investigation was
limited to a few selected resonator dimensions and leaves room for further
optimization.
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Chapter 3

Numerical simulation of a PA
resonator

3.1 Introduction

Numerical methods have become an integral part of scientific research work
and product development due to their ability to predict the physical behav-
ior of devices or give greater understanding of a phenomenon. The methods
are suitable for research fields where experimental testing maybe too expen-
sive, experiments are not possible as they are too dangerous and in situa-
tions where an analytical solution to an engineering problem is impossible.
Numerical methods have been boosted by the development of computers
with excellent processing speed that has made calculations quicker and a
cost-effective alternative to experimental prototyping. As a result, they have
become a valuable tool for scientists and engineers.

The generation and propagation of acoustic waves is described using the
fundamental equations of thermodynamics [119]. The equations express the
motion of the fluid motion such as non-linearity and damping from viscosity
and thermal loss. The acoustic waves generated during PAS are small per-
turbations of the equilibrium field, therefore, non-linear acoustic effects are
neglected in the formalism since linear terms provide good approximation of
the PA signal [120]. The linearized form of these governing equations, com-
monly referred to as linerized Navier-Stokes equations, are the basis of the
viscothermal model described in section 3.2.2. The equations can be further
simplified and reduced to the acoustic wave equation by assuming that the
propagating fluid is adiabatic and that viscosity is negligible [119].

∇2p(r) + k2(r) = 0, (3.1)

The term p(r) is the acoustic pressure at position r and k the acoustic wave
number. The equation accounts for the propagation of acoustic waves only.
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Therefore, a heat source term is supplemented to account for the thermal de-
excitation of molecules after laser absorption responsible for the generation
of the photoacoustic signal.

∇2p(r, ω) + k2p(r, ω) = iω
γ− 1

c2 H(r, ω) (3.2)

Here ω, γ is the ratio of isobaric and isochoric heat capacity and c is the
speed of sound. The right hand side of the equation describes the excita-
tion source whereH(r, ω) is the Fourier transform of the power density. The
electromagnetic radiation responsible for the excitation in PAS is related to
the power density byH(r, ω) = αI(r, ω) if the absorption of the radiation by
the molecules is not saturated and the modulation frequency is much smaller
than relaxation rate of the molecular transition [121]. Here I is the intensity of
the electromagnetic radiation and α is the absorption coefficient of the sam-
ple.

Equation 3.2 is the basis of the amplitude mode expansion model which
is described in section 3.2.1 and the transmission line model. The transmis-
sion line model is the electrical circuit analogy for the acoustic wave equation
where the resonator is expressed as circuit elements such as resistance, reac-
tance, inductance and suseptance with the heat source term represented by
a voltage source [94], [109], [122]. It is the most common used PA model
due to it’s simplicity and has been demonstrated in the design of PA acous-
tic resonators [122], [123]. However, the model is 1 dimensional and cannot
describe 3D effects such as sound radiation at the resonator ends [94]. In a
cylindrical resonator of radius r, the model can only be used for frequencies
below a cutoff frequency wcutoff , which is defined as the lowest transversal
resonance frequency of the resonator [94].

wcutoff

c
r = 1.84 (3.3)

The value of 1.84 is defined over the root of the Bessel-function of the eigen-
modes in a cylindrical volume.

The solution of Equation 3.2 is solved by eigenmode expansion [119]. For
resonators with simple and specific shapes such as spheres, cylinders, cubes,
and rectangular prisms, the eigenmodes and eigenfrequencies can be analyt-
ical solved [94]. In a cylindrical resonator as an example, the homogeneous
Helmholtz equation is expressed in the cylindrical coordinates as

[
1
r

∂

∂r
(r

∂

∂r
) +

1
r2

∂2

∂ϕ2 +
∂2

∂z2

]
p(r, ϕ, z) + k2p(r, ϕ, z) = 0. (3.4)

Using sound hard boundary conditions, the solution of Equation 3.4 for a
cylindrical resonator with length Lc and radius Rc becomes
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pj(r, ϕ, z) = Nj Jm

(
rπαmn

Rc

)
cos(mϕ) cos

(
πlz
Lc

)
(3.5)

f j =
ωj

2π
=

c
2

√(
l

Lc

)2

+

(
αmn

Rc

)2

(3.6)

Here j represents the complete set of the eigenvalues of the longitudinal
l, azimuthal m, and radial n modes respectively. αmn is the mth root of the
derivative of the nth Bessel function of the first kind divided by π while Nj
is a normalization constant [121]. For the fundamental longitudinal modes,
αmn becomes zero and Equation 3.6 simplifies to

flmn = f100 =
cl

2Lc
(3.7)

with l = 1,2,3,4....For complex resonator shapes an analytical solution is
not possible and finite element methods are employed as they can handle
complex geometries [121], [124].

3.2 Finite element method

Finite element method is used to solve partial differential equations by split-
ting the modelling domain into smaller, non-overlapping sections called fi-
nite elements. The discretization of the domain is performed by the con-
struction of a mesh. The finite elements are connected at the nodes and
the response of the elements are assembled at the nodes to form systems of
equations that express the response of the entire modelling domain. The dis-
cretization of the modelling domain makes finite element method a versatile
tool as it can handle irregular and curved domain boundaries.

Finite element simulations of photoacoustic signal were first demonstrated
by Baumann et al. [121], [125]. They modelled the PA signal using the
AME model in a closed T-shaped with the laser beam propagating axially
along the cylinder length like in a gas detection set up with modulation fre-
quencies between 0 Hz to 3.5 kHz. They performed qualitative analysis that
demonstrated good agreement with experimental measurements and con-
cluded that the model enabled the calculation of the PA response for any
given resonator geometry. Later, Parvitte et al. [124] demonstrated quanti-
tative PA simulations using the AME model in a differential Helmholtz res-
onator for measuring the concentrations of ethylene in nitrogen gas. Their re-
sults show accurate accordance between the simulations and measurements
at modulation frequencies of between 0 Hz to 600 Hz. Glière et al. [126] com-
pared the performance of the AME model, the VT model and third approach
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in a micro differential Helmholtz resonator for gas sensing application. They
simulated the PA response of a single resonance at around 20 kHz and con-
cluded that for micro-resonators, the VT model provides highest accuracy
while the AME model tended to overestimate the resonance frequency and
amplitude. However, the AME model could be used to obtain quick and
approximate results.

Finite element modelling of open resonators, to the best of my knowledge,
has only been demonstrated in a cylindrical resonator using the VT model
with perfectly matched layers at modulation frequency of around 4.5 kHz
[127]. The authors modelled a Gaussian heat source diagonally across the res-
onator to represent the absorption of the laser beam by the nitrogen dioxide
molecules. The simulation results demonstrated good accordance between
the simulations and the measurements.

In this work, finite element modelling of the photoacoustic signal was
performed using the software COMSOL Multiphysics. The photoacoustic
signal generated inside a T-shaped resonator is calculated using the ampli-
tude mode expansion model (AME) and viscothermal model (VT). While the
two models have been studied in gaseous samples, their application in solid
samples is yet to demonstrated. Additionally, their studies have mostly been
limited to the audio range with little investigation of their performance in the
ultrasound range. In this work, the performance of the models is extended
to solid samples and the ultrasound range.

3.2.1 Amplitude mode expansion model

The AME method calculates the acoustic pressure p(r, ω) at the location of
the microphone r by solving the inhomogeneous Helmholtz Equation 3.2.
The solution of Equation 3.2 can be expressed as a superposition of the acous-
tical eigenmodes of the resonator

p(r, ω) = ∑
j

Aj(ω)Pj(r). (3.8)

The modes pj(r) and corresponding eigenfrequencies ωj are obtained by
solving the homogeneous Helmholtz Equation 3.1 assuming a sound hard
boundary. The boundary condition implies that the resonator wall perfectly
reflects the pressure waves and is described using

∂p
∂n

= 0. (3.9)

The modes have to be normalized according to
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∫
Vc

p∗i pjdV = Vcδij (3.10)

where VC denotes the resonator volume and p∗i is the complex conjugate
of pi. The amplitudes Aj(ω) are obtained using

Aj(ω) = i
Ajω

ω2 −ω2
j + iωωjlj

. (3.11)

The term Aj represents the excitation of an amplitude and is given by

Aj =
α(γ− 1)

Vc

∫
Vc

p∗j IdV. (3.12)

The integrand in Equation 3.12 is the overlap which describes how effec-
tive the laser beam excites a mode. Consequently, the excitation laser beam
can be aligned through a resonator such that some resonances are not excited.

The in homogeneous Helmholtz equation 3.2 does not contain terms that
account for losses. Losses mechanism are introduced by use of loss factors lj
in Equation 3.11. There are numerous loss effects that attenuate the pressure
wave inside the resonator [70], however, only the surface and volume losses
due to viscosity and thermal conduction are considered. The propagation of
the pressure wave in the fluid is considered to be adiabatic therefore thermal
conductivity of the fluid is minimal. However, temperature differences in
the bulk of the propagating fluid, result in heat exchange that dissipate the
pressure waves and adjacent fluid layers move at different speed through
the resonator causing viscous friction. These thermal and viscous losses are
estimated using

lv
j =

ωj

c
(ln + (γ− 1)lk), (3.13)

where ln and lk are the characteristic viscous and thermal length scales
respectively given by

ln =
4η

3ρc
, (3.14)

lk =
k

ρcpc
. (3.15)

The resonator walls are made from a metallic material whose thermal con-
duction coefficient is much greater than that of the propagating fluid. This
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results in heat exchange between the resonator wall and the fluid thus the
propagation becomes isothermal near the walls. The temperature drop also
changes the velocity of the fluid which in turn increases the viscous friction.
The region where the transition from adiabatic to isothermal behaviour oc-
curs is called the boundary layer and is given by

dk =

√
2k

ρcpω
(3.16)

where dk representing the thermal boundary layer. The viscous boundary
layer dn is estimated by

dn =

√
2η

ρω
. (3.17)

The viscous losses at the wall are calculated by

ls
n =

1
2

(
c

ωj

)2
dn

Vc

∫
sc
|∇t pj|2dS. (3.18)

The term ∇t is the gradient of the pressure component that is tangential
to the resonator wall. The thermal surface losses are estimated using

ls
k =

1
2
(γ− 1)

dk
Vc

∫
sc

|pj|2dS. (3.19)

3.2.2 Viscothermal model

The model is based on fundamental equations of fluid mechanics, that is
the equations for conservation of mass, momentum (Navier-Stokes equation)
and energy to solve for acoustic perturbations in pressure, velocity, and tem-
perature [120].

∂ρ

∂t
+ ρ(∇.u) = 0, (3.20)

ρ
∂u
∂t

= ∇.(−pI + µ(∇u + (u)T + (µB −
2
3

µ)(∇.u)I)) (3.21)

ρCp
∂T
∂t
− αpT

∂p
∂t

= −∇.(k∇T) + Q. (3.22)
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Here ρ, u, p, µ, µB, Cp, T and αp are density, velocity, pressure, dynamic
viscosity, bulk viscosity, specific heat at constant pressure, temperature and
the coefficient of thermal expansion of the propagating fluid, respectively.
The field Q describes the spatial distribution of the heat source. In Addition,
an equation of state has to be introduced to relate the variations in pressure,
temperature, and density.

ρ = ρ(p, T) (3.23)

The model assumes that the generated acoustic waves are due to small
harmonic perturbation about the steady background properties. Therefore,
the dependent variables are expressed as:

u = u0 + u1eiωt, (3.24)

T = T0 + T1eiωt, (3.25)

p = p0 + p1eiωt. (3.26)

The background quantities are represented with the subscript 0 while the
perturbations with subscript 1. The background fluid is assumed to be qui-
escent so that u0 = 0. Equations 3.24 - 3.26 are inserted into Equations 3.24 -
3.26 . Since the perturbations are small, higher order terms are ignored and
only linear terms retained.

iωρ + ρ0(∇.u) = 0, (3.27)

iωρ0u = ∇.(−pI + µ(∇u + (u)T + (µB −
2
3

µ)(∇.u)I)), (3.28)

iωρ0CpT − αpT0iωp = −∇.(k∇T) + Q, (3.29)

ρ = ρ0(βT p− αpT). (3.30)
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3.3 Modelling of a closed resonator

The procedure for implementing the two models in a closed cell is described.
The VT model is implemented using COMSOL Multiphysic’s thermoviscous
acoustic module while the AME model is implemented using a Matlab script.
The script connects with the COMSOL server to use the pressure acoustic
module to determine the resonator’s eigenfrequency and eigen modes by
solving Equation 3.1. Air is selected as the propagating fluid with a tempera-
ture of 20 °C, the static pressure of 1013 hPa and with the parameters shown
in Table 3.1.

Density 1.2044 kg/m3

Sound velocity 343.2 m/s

Viscocity 1.814 × 10−8 Pa s

Coefficient of heat conduction 2.58 × 10−5 W/m K

Specific heat capacity at constant volume 7.1816 × 102 J/kg K

Specific heat capacity at constant pressure 1.0054 × 103 J/kg K

TABLE 3.1: Air parameters at a temperature of 20 °C and a static
pressure of 1013 hPa [128]

Blood glucose measurements are done are performed by placing the pa-
tients skin at the end of the absorption cylinder. Therefore, the a

A heat source term is defined to represent the thermal energy deposited
on the sample resulting from laser absorption. The laser beam is only ab-
sorbed at the end of the resonator where the patient’s skin will be in contact
with the resonator during blood glucose measurements. Therefore, the term
is described at the end of the absorption cylinder using a circular profile that
is limited within the cross-sectional area of the absorption cylinder as illus-
trated in Figure 3.1. The laser beam is assumed to be propagating along the
z-axis of the resonator and is axially symmetric. The heat source term is re-
stricted using

1 ∗ (r⊥ < rabs) ∗ (z > (lcavity + labs) ∗ 0.9) (3.31)

where rabs, labs and lcavity are the radius of the absorption cylinder, length
of the absorption cylinder and the length of the cavity cylinder respectively.
The term r⊥ is the perpendicular distance from the z-axis given using

r⊥ =
√

x2 + y2. (3.32)
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The heat source term is set to 1 for simplicity and small variations in the
size of the heat source do not have significant effects on the simulations [129].

FIGURE 3.1: The position of the heat source term (red) within
the resonator [91].

The walls of the PA cell are all set as sound hard (no slip and isother-
mal boundary conditions). The no-slip condition assumes that the fluid will
have zero velocity relative to the boundary while the isothermal condition
assumes that there are no temperature fluctuations at the boundary. This cre-
ates large thermal and viscous gradients at the walls of the resonator. There-
fore, the walls of the resonator are lined with boundary layers to accurately
capture thermal and viscous attenuation of the acoustic waves. The bound-
ary layers are not required for accurate simulations with the AME model
since losses are calculated using loss factors. The resonator is meshed using
a swept mesh while sections where it could not be applied, a triangular mesh
was used. The same mesh seen in Figure 3.2 was used for both the VT and
AME models with the mesh properties presented in Table 3.2.

3.3.1 Convergence study

To check the quality of the generated mesh, a convergence study is performed
with five different mesh sizes is conducted using the AME model. The accu-
racy of finite elements models improves as the mesh becomes refined. Start-
ing with Mesh 0 (see Figure 3.3 ), the convergence study is performed by re-
ducing the size of the mesh elements such that the degrees of freedom solved
by the model increase by a factor of 2. However, when the number of mesh
elements increase, the time required for the simulations increases as evident
from Table 3.3. The convergence study of is only performed using the AME
model.
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FIGURE 3.2: Top: Back and front view respectively of the mesh
generated.Bottom: Side view of the mesh.

Mesh parameters

Maximum element size (mm) 0.887

Minimum element size (mm) 0.0645

Maximum growth rate 1.4

Curvature factor 0.4

Resolution of narrow region 0.7

Number of boundary layers 4

Boundary layer stretching factor 1.2

Thickness adjustment factor 3

Number of elements 22451

TABLE 3.2: Parameters controlling the size of the mesh.

The plots indicate convergence since for different meshes similar spectral
features are produced as seen in Figure 3.4.
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Mesh 0 Mesh 1 Mesh 2 Mesh 3 Mesh 4

Mesh elements 12354 22451 41409 79267 199264

DOF VT 266860 476980 875804 1804987 3722294

DOF AME 64589 115474 212041 437186 901678

AME solution time 5 min 7 min 11 min 24 min 52 min

VT solution time - 1 week - - -

TABLE 3.3: Properties and performance of the different mesh
used for the convergence study.

3.4 Modelling of the open resonator

3.4.1 Perfectly matched layers

Perfectly matched layers (PML) is an artificial domain with anisotropic damp-
ing used to terminate unbounded domains. Waves incident on the PML are
absorbed without reflections and attenuated by the PML domain. The ap-
proach was first introduced by Berengerin 1994 [130].

The radiating solution in infinite space is a superposition of plane waves.
The solution can be decomposed into a function given by

u(ω, x) = eikx (3.33)

where ω and k are the angular frequency and wave vector respectively. A
wave propagating in the x-axis undergoes a complex coordinate transforma-
tion in the PML domain given by

d
dx̃
→ d

dx
=

1

1 + i σx(x)
ω

d
dx

(3.34)

where σx(x) is a function of x that represents the decay strength of the
PML domain. In the PML domain, σx > 0 while in the simulation domain
σx = 0 [131]. Applying the transformation to the wave eikx

eikx̃ = eikxe−
k
ω

∫ x
σx(x́)dx́ (3.35)

The transformation introduces an exponentially decaying term in the so-
lution. In the PML domain where σx > 0, the wave exponentially decays
while in the modelling domain where σx = 0 it remains unchanged. The
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FIGURE 3.3: Top: Mesh O, Mesh 1 and Mesh 2 generated for
the convergence study. Bottom: Mesh 4 and Mesh 5 generated

for the convergence study.

FIGURE 3.4: Frequency response plot of the AME model using
the five meshes generated for the convergence study.

transformation is an analytical continuation of the original wave solution
from x to x̃ where the solution does not change when x = x̃ [131]. As a result,
the PML domain behaves like an absorbing medium with no reflections.

Waves decay quicker for higher values of σx. The PML does not gener-
ate any reflections when solving continuous wave equations. However, the
discretisation of the equations generates some reflections. The reflections are
reduced by gradually increasing the value of σx from zero on the PML inter-
face.
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The removal of the window at the cavity cylinder end opens the resonator
to infinite free space. The free spac eis created using a hemisphere terminated
with PML as seen in Figure 3.5. The PML extends the free space to infinity.
The PML are used for both the viscothermal model (VT-PML) and the ampli-
tude mode expansion model (AME-PML) to model the open resonator end.

FIGURE 3.5: The resonator and the hemisphere representing the
open end.Blue: The PML domain [132]

VT-PML

For the VT model, the resonator walls and flanged edge are set with no slip
and isothermal boundary conditions. The hemisphere’s radius is four times
the radius of the opening while the thickness of the PML is twice the radius
of the opening. The PML domain is meshed using a swept mesh while prism
mesh element is selected for the flanged edge and resonator. The quality of
the mesh generated is checked by generating an additional mesh with finer
mesh elements to perform convergence study. The properties of the gener-
ated mesh pair and their properties are presented in Table 3.4. The simula-
tions are performed ere performed between 10 kHz to 60 kHz with 50 Hz
increment.

To check the quality of the PML, its thickness is varied by 10 % and inves-
tigated between 46 kHz and 51 kHz. Changing the PML thickness slightly
affected the amplitude of the resonance, however, the peak resonance fre-
quency was unaffected as seen in Figure 3.6. When the amplitude decreased,
a peak-like feature between 48 kHz and 49 kHz became more prominent. The
results with the larger hemisphere (which corresponds to larger air volume)
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Mesh parameters Fine mesh Finest mesh

Max. element size (mm) 1.429 1.2

Min. element size (mm) 0.481 0.481

Maximum growth rate 1.4 1.1

Curvature factor 0.4 0.4

Resolution of narrow region 0.7 0.7

Number of boundary layers 4 4

Boundary layer stretching factor 1.2 1.2

Thickness adjustment factor 3 3

DOF 654416 1176891

TABLE 3.4: Properties of the meshes generated for the VT-PML
simulations [132]

resembles the measurement results more closely since the peak-like feature
of the resonance between 48 kHz and 49 kHz is also not very prominent.

FIGURE 3.6: Frequency response of the VT model with different
PML thickness against the experiment
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AME-PML

For the AME model, the open resonator end is modelled with a smaller
hemisphere terminated with the PML. This is because larger hemispheres
increased the number of spurious modes produced when solving Equation
3.1. Spurious modes are due to non-physical phenomena and the scaling
inside the PML [120]. These spurious modes exist outside the resonator do-
main and are not the resonator’s acoustic eigenmodes as seen in Figure 3.7.
The contribution from these modes is not considered during modal summa-
tion stage of Equation 3.8. This is accomplished by integrating the absolute
pressure within the hemisphere and the resonator. The modes with a higher
integrated pressure in the in hemisphere compared to the resonator are clas-
sified as spurious modes.

FIGURE 3.7: Distribution of the absolute value of the pressure
for some spurious mode (from left to right: 18.5 kHz, 22.8 kHz,

31.8 kHz). Green represents nodes, red represents antinodes

The convergence of the model is checked using 3 different hemispheres
with radii of 1.61, 1.785 and 1.8 times the cavity cylinder radius and are
shown in Figure 3.8.

FIGURE 3.8: Mesh of the resonator with three different hemi-
sphere sizes. From left to right: HS 1, HS 2 and HS 3 are hemi-
spheres with radius 1.610, 1.785 and 1.800 times the radius of

the opening respectively.

3.4.2 Boundary element method

Boundary element method (BEM) is a numerical method for solving a partial
differential equation (PDE) by reformulating it as an integral equation that



38 Chapter 3. Numerical simulation of a PA resonator

is defined on the boundary of a domain. The integral relates the boundary
solution to the solution at points in the domain [133], [134]. The method
requires the discretization of only the boundary(s) of the domain of the PDE
rather than the entire domain (as is the case with finite element method). This
is the main advantage of BEM since the number of degrees of freedom solved
and the computational time are greatly reduced. As a result, the method is
ideal for simulation problems with a finite or semi-finite domain.

BEM give rise to fully populated matrices and hence the computational
storage requirements will grow according to the square of the problem size.
In contrast to finite element method, matrices are sparsely populated and
therefore the computational storage requirements grow linearly with the prob-
lem size [120].

A multiphysics coupling between the pressure acoustic module which is
used by the AME model and boundary element method module is currently
not possible using the COMSOL Multiphysics software. Therefore, PA simu-
lations of the open resonator ending using the BEM are performed only with
the viscothermal model (VT-BEM). The viscothermal module is defined in-
side the resonator domain while the boundary element method is defined in
the free space domain. A multiphysics coupling is established at the open
resonator end. BEM requires a mesh only at the open boundary which sig-
nificantly reduces the number of mesh elements in comparison to the PML.

To check the convergence of the VT-BEM approach, two meshes with dif-
ferent sizes were generated. The mesh parameters were kept the same as in
the VT-PML approach to enable comparison. The mesh parameters are pre-
sented in Table 3.5. Interestingly, for the same mesh quality, the degree of
freedom for the VT-PML approach is almost 3 times the VT-BEM approach.
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Mesh parameters Fine mesh Finest mesh

Max. element size (mm) 1.429 1.2

Min. element size (mm) 0.481 0.481

Max. growth rate 1.4 1.1

Curvature factor 0.4 0.4

Resolution of narrow region 0.7 0.7

Number of boundary layers 4 4

Boundary layer stretching factor 1.2 1.2

Thickness adjustment factor 3 3

DOF 205272 407242

TABLE 3.5: Properties of the mesh generated for the VT-BEM
approach.
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Chapter 4

PA measurement setup

4.1 Overview

The photoacoustic measurement in this project are used to validate the re-
sults from the simulation models. The measurements are limited to probing
a carbon black sample, a broadband absorbing material, to obtain the fre-
quency response of the T-shaped resonator. Quantitative glucose measure-
ments have not been performed. The schematic of the experimental setup
is illustrated in Figure 4.1. The experimental work performed in this project
can be classified into a set of 3:

• closed resonator measurements

• open resonator measurements

• optimized resonator measurements.

4.2 Optical source

The excitation of the carbon black sample is achieved using a diode laser and
a quantum cascade laser. As detailed in Chapter 2, quantum cascade lasers
are currently used for PA glucose measurements. The laser was however ac-
quired during the course of this work. Since the carbon black sample can be
excited without matching the laser emission to a specific transition, a diode
laser was initially used. Diode lasers are readily available and cheap com-
pared to other laser sources and was thus a suitable alternative. The diode
laser is used for the closed and open resonator measurements. The quantum
cascade laser is used for the optimized resonator measurements.
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FIGURE 4.1: Schematic of the experimental setup. The arrows
indicate the direction of the transmitted signal. The red dashed

line represents the modulated laser beam.

FIGURE 4.2: Photograph of the experimental setup with the
quantum cascade laser.
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4.2.1 Diode laser

Diode laser is made from doped semiconductor material forming a PN junc-
tion. Photons are emitted when an electron and a hole recombine in the de-
pletion area of the p- and n- type material. The depletion area is small in
size with the width much larger than the height. As a result, the laser output
is asymmetric with the divergence in the horizontal direction relative to the
active layer much larger than the vertical divergence. The diode laser beam
thus has an elliptical profile.

A CW diode laser (IMM photonics U-LD-651071A) with a wavelength of
655 nm was used for the measurements. A current control unit (LDC 402B,
Thorlabs) is used to provide precise control of the laser driving current. A
signal generator (Agilent 33220A) producing a square wave of 50 % duty
cycle is connected to the current control unit to modulate the laser driving
current. The square wave signal is also connected to the lock-in- amplifier
to provide the reference frequency for signal detection. The diode laser is
used to obtain the frequency response of the T-shaped resonator (4.4) in both
closed and open configuration. An average of 10 measurements are recorded
with the laser modulation frequency swept between 10 kHz and 60 kHz with
an increment of 10 Hz.

4.2.2 Quantum cascade laser

Quantum cascade lasers are semiconductor laser sources where photons are
generated from intersubband transitions as illustrated in Figure 4.3. QCL
consist of a periodic series of semiconductor quantum well hetero-structures.
Electrons are pumped to a given energy level of a quantum well and even-
tually decay to a lower energy level within the quantum well by releasing a
photon. The electron tunnels into the next quantum well where it undergoes
another transition to generate another photon. The process is repeated for
many periods within the semiconductor thus generating multiple photons of
identical wavelength from a single electron. As a result, QCL produce higher
output power compared to diode lasers.

QCL can be classified based on their operation as either external cavity
quantum cascade laser (EC-QCL) or distributed feedback quantum cascade
laser (DFB QCL). In an EC-QCL, the cleaved facets of the semiconductor ma-
terial has an anti-reflection coating and thus, the material serves as the gain
medium. The semiconductor material is placed inside an external optical
cavity. A DFB QCL has a periodic grating that is fabricated in the semicon-
ductor material to allows single longitudinal mode operation of the laser.

The PA signal of the optimized T-shaped resonator is excited using a DFB
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FIGURE 4.3: Typical QCL energy structure of the conduction
band [135].

QCL (Nanoplus, Oberer Kirschberg, Germany). The laser emission wave-
length is between 9200 nm to 9250 nm which covers a strong glucose absorp-
tion peak at 1085 cm−1 and would be ideal for future glucose measurements.
Since the measurements are performed on a carbon black sample, tuning the
laser wavelength to match a particular transition is not necessary.

The laser is operated using a driver (Q-MACS SC, Griefswald, Germany)
that has a built-in control loop system for the laser current, voltage and
temperature. The pulse generation of the DFB QCL is triggered using a
square wave signal produced by the signal generator (Agilent 33220A). The
frequency of the square wave during the measurements is swept between
10 kHz to 60 kHz with 30 Hz interval. To compare the signal improvement of
the optimized T-shaped resonator, the open resonator measurement is per-
formed using the DFB QCL between 46 kHz to 54 kHz with 30 Hz increment.

The laser temperature is maintained at 16 °C during the measurements
and produced pulses of 100 ns width. The average power of the laser is
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recorded using a power meter (Thorlab S401C) at different pulse repetition
rates. To account for the laser power fluctuations during the measurements,
the measured PA signal is normalized according to the laser power.

4.3 Acoustic resonator

In this project a T-shape resonator is used. Typically, T-shaped resonators
are formed using two cylinders, an absorption cylinder where laser absorp-
tion by the sample occurs and a perpendicularly mounted resonance cylin-
der where PA detection occurs, forming a T-like structure. Compared to a
cylindrical resonator design, the T-shaped resonator design allows for inde-
pendent optimization of the key parameters affecting signal strength [121],
[125].

The T-shaped resonator used for PA glucose measurements is however,
formed using three interconnected cylinder, i.e. the so called cavity cylin-
der, absorption cylinder and resonance cylinder. The large cavity cylinder
is longitudinally connected to a smaller absorption cylinder and a horizon-
tally intersecting resonance cylinder as illustrated in Figure 4.4. The sample
is placed at the end of the small absorption cylinder while a digital micro-
electro-mechanical system (MEMS) microphone is placed at the end of the
resonance cylinder which in effect seals these resonator ends. The absorp-
tion cylinder end where the sample is placed has a smaller radius compared
to the cavity cylinder so as to minimize changes caused by skin shape de-
formation during PA glucose measurements [110]. The cavity cylinder end
where the laser beam enters the resonator can be sealed using a polycarbon-
ate window with 85 % optical transmission in the visible spectral region. The
resonator is operated in a closed configuration when the window is used and
in an open configuration without the window.

The T-shaped resonator with similar dmension to the one used by Pleitez
et al. [61], [110] for glucose measurements was produced. After the produc-
tion of the resonator, the accuracy of the resonator dimensions was checked
using a high precision optical scanner (ZEISS MICURA, ZEISS, Oberkochen,
Germany) of 1 µm resolution that revealed deviations in the resonator dimen-
sions. Ideally, the resonator dimensions from the point measurement would
be used in the simulations since resonance amplification strongly depends on
the geometry of the resonator. However, this would be computationally very
demanding and would make the simulation time longer. An average of the
point measurements is made for each resonator dimension and are used as
the resonator dimensions during the simulations. These average dimensions
are depicted in Figure 4.4.
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FIGURE 4.4: Top: the T-shape resonator with the openings high-
lighted in blue. Bottom: schematic of its cross-section (white)
showing the size of each cylinder in mm. The dimensions of
the resonator used by Pleitez et al. (left) [61], [110]. The mean
values from high precision measurement of the produced res-
onator (right) [136]. The dashed lines represent cylindrical sym-

metry.

4.4 Acoustic detector

A digital MEMS microphone (Knowles SPH0641LU4H-1) is used to detect
the PA signal generated by the laser excitation. The microphone is optimized
for detection of acoustic waves with frequencies between 100 Hz to 80 kHz
making it ideal for this application. The microphone is enclosed in a package
size is 3.5 mm long, 2.65 mm wide and 0.98 mm thick which protects the
microphone from mechanical damage and electromagnetic radiation. The
microphone package is mounted onto the resonator using a printed circuit
board (PCB). A PCB for the microphone was designed and manufactured.
A sensor for measuring the ambient temperature and pressure is integrated
in the PCB design. This sensor was not used during this work, however,
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would be useful in future PA measurements on patients. The schematic of
the microphone’s PCB is attached in the appendix.

The MEMS microphone has a resonance around 25 kHz and a fairly flat
frequency response between 35 kHz and 65 kHz as seen in Figure 4.5.

FIGURE 4.5: frequency response plot of the MEMS microphone
[132]

The microphone is equipped with an analogue to digital converter and
a pulse density modulator inside its enclosure. As a result, its output is a
digital pulse density modulated signal (PDM). To filter out noise from the
signal, a lock-in amplifier (Signal Recovery7265 DSP Lock-in-Amplifier) with
a time constant of 100 ms is used. The lock-in amplifier has an analogue input
port, therefore, the digital output from the MEMS microphone is first passed
through a low-pass filter circuit for demodulation before being feed to the
lock-in-amplifier.

The digital output interface of the MEMS microphone is designed such
that two microphone outputs are multiplexed on a single data line using a
single clock. The output pulse train of one microphone is transmitted in the
first half of the sampling period with the other microphone transmitting in
the second half. In this application, only one microphone is used causing
a discontinuous pulse train since there is no output in one half of the sam-
pling period. This lowers the overall sensitivity of the setup since the analog
output voltage from the low-pass filter circuit digital to analogue conversion
(DAC) process is the product of the converter operating voltage and the PDM
duty cycle. In this case, the PDM pulse duty cycle is 50 % from the disconti-
nuity which in turn halves the maximum possible output from the digital to
analogue conversion and hence the signal-to -noise ratio.

The output from the lock-in-amplifier is recorded on a computer.
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4.5 Results

4.5.1 Closed resonator

The simulation results from the AME model, VT model and measurement
for the closed T-shaped resonator are shown in Figure 4.6. Both simulation
models are performed using a 64-bit computer with a processor speed of 2.5
GHz and 32 GB RAM using COMSOL Multiphysics version 5.2. The simula-
tions with the AME model with 10 Hz increment took 7 minutes whereas the
VT model with 50 Hz increment took 1 week.

The models predict a similar frequency response for the resonator albeit
with small shifts in the peak resonance frequency of not more than 1.8 %. The
differences are expected since the losses in the AME model are estimated us-
ing quality factors while the VT model accurately captures the losses at the
resonator walls using boundary layers. From the pressure distribution plots
in Table 4.1 longitudinal modes are attributed to the resonances at low modu-
lation frequencies lower than 30 kHz and at frequencies above 50 kHz, radial
modes are also supported which could account for the increased number of
resonances. The overlapping of resonances from two degenerate modes at
49.2 kHz to 49.5 kHz (see Table 4.1) is responsible for the broad resonance
peak between 48 kHz and to 51 kHz.

FIGURE 4.6: The frequency response plot of the closed cell con-
figuration using the AME model, VT model and experimental

measurements [91]

The AME model is observed to overestimate bulk loss effects and under-
estimate surface loss effects in comparison to the VT model. The relative
height of the resonance amplitudes of the AME model to the VT model de-
pended on the location of the antinode within the resonator. When the antin-
ode is mainly located in the resonance cylinder where the surface area to
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volume ratio is large, the AME model underestimates the losses in compar-
ison to the VT model. This results in larger amplitudes than the latter (the
resonance amplitude ratio of AME/VT model was >1). However, when the
antinode is in the cavity cylinder, where the surface area to volume ratio is
small, the AME model slightly overestimates the losses in comparison to the
VT model (resonance amplitude ratio <1) as shown in Table 4.1. The two
effects mitigate each other in cases where the antinode is in both cylinders
(resonance amplitude ratio close to 1).



50 Chapter 4. PA measurement setup

fres in kHz |p|-profile of acoustic mode location of antinodes AAME( fres)
AVT( fres)

11.20 0.91

22.20 0.71

29.05 2.23

33.40 0.59

34.20 0.97
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fres in kHz |p|-profile of acoustic mode location of antinodes AAME( fres)
AVT( fres)

44.30 0.68

46.55 1.42

49.20 1.30

49.50 1.27

52.90 0.60
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fres in kHz |p|-profile of acoustic mode location of antinodes AAME( fres)
AVT( fres)

55.35 0.47

56.50 0.49

60.70 0.65

TABLE 4.1: Resonance frequency, corresponding mode, loca-
tion of strong antinodes and amplitude ratio for the strongest
resonances. The location of the antinodes has been determined
by lifting the lower limit of the depicted data range appropri-

ately [91]

The simulation models show fairly good accordance with the measure-
ments since almost all the resonances are experimentally detected. The sig-
nal to noise ratio of the measurements is 29.411 and is calculated from the
resonance at 50 kHz as a ratio of the mean to the standard deviation. The
relative difference in the peak resonance frequency of the measurement with
the VT model is not more than 1.1%. The shift might be caused by temper-
ature variations of the air within the resonator or losses in the experimental
setup. Temperature variations during measurements can affect the speed
of sound and shift the resonance frequencies. Losses within the measure-
ment system can be attributed to leakage of the PA signal at the microphone
mount. The simulation model assumes that resonator end sealed by the mi-
crophone mount is a sound hard wall.
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The significant difference in the simulated and measured Q factors sup-
ports the idea of a loss mechanism within the setup. Table 4.2 compares the
Q factors of the most prominent resonances of the measurements against the
viscothermal model. The Q factors were calculated according to Equation
4.2.

fres in kHz QVT Qmes

11.2 80 19

22.2 123 34

44.3 211 55

52.9 353 124

60.7 304 80

TABLE 4.2: Resonance quality factors of simulated and mea-
sured resonances [91]

The measurement setup has high base noise level that can be attributed
to the laser beam interaction with the window. Light scattering at the win-
dow can cause mechanical vibrations through the transfer of the photon mo-
mentum to the window surface. The window has 85% transmission in the
visible range and window absorption can generate coherent acoustic signal.
Furthermore,the edges of the diode laser’s elliptical beam are suspected to
induce resonator wall excitation. The base noise level is highest between
35 kHz to 40 kHz. It is suspected that one of the small simulated resonances
in the range could not be distinguished in the measurement as a result. The
simulated resonances between 55 kHz to 57 kHz could not be resolved in the
measurements as they are merged due to resonance broadening.

The strongest measured resonance is at 22.2 kHz. However, the simula-
tion results do not reflected by the simulation results. It is suspected that the
strength is caused by synergistic resonance amplification by both the reso-
nance and the MEMS microphone whose frequency response has a resonance
in this frequency range.

4.5.2 Open resonator

Figure 4.7 shows the results from the convergence study of the VT-BEM, VT-
PML and AME-PML approaches for simulating the PA signal in an open
T-shaped resonator. To prevent overlapping of the curves and thus enable
easy viewing, the plots have been re-scaled and the pressure amplitudes pre-
sented in a logarithmic scale.
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FIGURE 4.7: Frequency response of the different models. The
upper solid lines represent the VT-PML results, the middle-
dashed lines represent the results from the VT-BEM approach
(blue: mesh 1, red: mesh 2). The lower full lines represent
the results from AME-PML model with different hemispheres
(grey, red and green refer to HS 1, HS 2 and HS 3 respectively)

[132]

The convergence study of the AME model using three different hemi-
spheres indicates that the model is approaching the solution since similar
resonant frequencies were produced. Small differences in the amplitudes are
observed probably from the influence of the PML. The VT model using the
PML and BEM has generated similar spectral features indicating that the sim-
ulations are converging towards the solution. However, the mesh resolution
at frequencies above 55 kHz needs to be improved as demonstrated by the
slight resonance frequency shifts and differences in the amplitude from the
different mesh sizes.

FIGURE 4.8: Frequency response of the experiment against the
simulations for the open resonator configuration [132].
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The frequency response of the open cell configuration shows fairly good
agreement between the VT-PML (fine mesh), VT-BEM (fine mesh) , AME-
PML (HS 1) and the measurements as seen in Figure 4.8. The major reso-
nances from the simulations have been measured. The peak frequency of
the measured resonances is shifted by less than 1.04 % compared to the peak
frequency of the VT-PML approach. Like with the closed configuration, the
damping in the measurement system is high as reflected by the larger width
of the measured resonances compared to the simulation. Furthermore, the
high base noise levels make it difficult to distinguish the resonances with
small amplitudes. A signal to noise ratio of 16.46 is calculated from the
strongest resonance as a ratio of the mean to the standard deviation.

The resonances from the AME model have narrower widths and are slightly
shifted to higher frequencies compared to the VT model. This is expected
since the thermal and viscous losses are estimated using quality factors while
the VT model uses boundary layers to accurately captures the losses at walls
of the resonator.

The two VT approaches are in very good agreement. The peak resonant
frequencies of the VT-BEM are shifted to higher frequencies by less than
0.2 %. The amplitudes from the VT-BEM approach are slightly higher com-
pared to the VT-PML approach indicating that the VT-BEM approach under
calculates the losses. VT-PML mirrors the measurements most accurately
compared to the other approaches hence can be considered the most accu-
rate of the three approaches.

The wide resonance between 45 kHz to 52 kHz is as a result of superpo-
sition of close lying resonances. The resonator eigen modes responsible for
the resonance are obtained from the AME-PML approach and illustrated in
Figure 4.9.

FIGURE 4.9: The acoustic modes showing the absolute value of
the pressure at 49 kHz and 49.9 kHz respectively. The plots are

normalized by the highest value of the individual plot.[132]

The VT-BEM and AME-PML approach underestimate losses compared to
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the VT-PML. This is because both models (VT-BEM and AME-PML) have
a peak like feature on the wing of the broad resonance 45kHz to 52 kHz.
This feature is diminished in the VT-PML approach much like in the mea-
surements and as a result, the VT-PML approach is rated the most reliable
approach.

The VT-PML approach requires longer computational time compared to
the VT-BEM approach. This is attributed to the hemisphere which introduces
the extra region for the model to solve the equations. Thus the VT-PML
model has extra degrees of freedom that the model must calculate. The VT-
PML took ca. 102 hours to simulate a10 kHz range with 10 Hz increment
while VT-BEM approach took approximately 21 hours for the same range us-
ing 2 Intel Xeon CPUs with 14 cores each, running at 2.6 GHz with 384 GB of
RAM.



57

Chapter 5

Optimization of an open PA
resonator

5.1 Introduction

Optimization is an important tool for improving the performance of devices,
improving its design or finding new solutions. The interest in numerical op-
timization methods has greatly increased with the improvement of compu-
tational capacity that enables engineers and scientists to investigate complex
systems.

In an optimization problem, a quantitative measure of a device’s per-
formance referred to as the objective function, is either maximized or min-
imized. The objective function is dependent on the device’s characteristics
called variables. The relation between the variables and the objective func-
tion is described using the governing equations. The optimization process
selects the best combination of variables from a set of defined variables that
results in the minimization (or maximization) of the objective function. Nu-
merical optimization can be categorized into 3 parts [137]:

• Parameter optimization is used to reliably determine the values of a
set of parameters that provide simulated data which best reflects the
measured data [137]. An example of parameter optimization is solving
inverse problems that are widely used in biomedical imaging and curve
fitting problem.

• Topology optimization is used to maximize the performance of a sys-
tem by considering the best material lay out within a design space for
a given set of constraints. This approach allows for the design to take
any shape within the design parameters and as a result enable the real-
ization of new, non-intuitive designs.

• Shape optimization is used to find the geometrical dimensions of a cer-
tain shape that maximizes performance of a system under certain con-
straints. Unlike topology optimization, the design shape is fixed.
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The numerical and experimental optimization of a photoacoustic setups
has been reported in numerous studies. This chapter focuses on numeri-
cal optimization. Some of the experimental optimization of PA setups in-
cludes using more sensitive detection system like quartz tuning fork [138]
that increase the sensitivity of the method, replacing the mechanical chop-
per with an electro-optical modulation system [89] that reduces background
noise from the chopper and using a multi-pass photoacoustic resonator [139],
[140] that increases the optical path length. Some studies have employed a
differential cell that consists of two acoustic resonators with microphones
having the same responsivity at the resonance frequency of the cell [141].
The PA signal is generated in only one of the two resonators and the differ-
ence between the two signals removes noise components that are coherent in
both resonators.

5.2 Numerical optimization of PA resonators

A standard method for optimizing PA resonators is not available with dif-
ferent approaches reported. Bijnen et al. [109] optimized the sensitivity of a
cylindrical resonator capped with buffer volumes (H-cell resonator) used for
trace gas application. They employed the transmission line model to calcu-
late the PA signal and established that larger buffer volume radii sufficiently
suppressed background signals caused by window absorption and improved
the sensitivity of the measurements. Furthermore, they investigated the ef-
fect of positioning an additional cylindrical volume referred to as tunable
air columns close to the window to further reduce the signal resulting from
window heating. The signal was effectively suppressed when the length of
the tunable air columns is half the resonator’s length. Cai et al. [142] and
Tavakoli et al. [122] have also used the transmission line model to optimize
the buffer volume of H-cell resonators to realise a high sensitivity and signal
to noise ratio.

Optimization efforts based on finite element modelling of the PA signal
have mostly been performed on closed resonators using the AME model to
calculate the PA signal. Baumann et al. [143] optimized the PA signal of
H-cell resonator using the AME model. The resonator was split into axially
symmetric cones of equal length before optimizing the shape of each indi-
vidual cone. The optimized resonator had an hourglass shape and a signal
improvement of 32% compared to the original H-cell. Experimental confir-
mation showed an increment of around 13%. Risser et al. employed the AME
model to optimize the dimensions of a differential Helmholtz resonator for
maximum PA signal. They reported good agreement between the simulation
and the measurements from the chosen resonator dimensions [144].

Cottrell et al. [145] optimized a single cylindrical resonator capped with
cylindrical buffer volumes used for aerosol detection by employing the VT
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model. The studies were aimed at improving the signal to background ra-
tio and the results were verified with experimental measurements. They
demonstrated that signal to background ratio (SBR) is maximized by using
buffer volumes with large radii and with lengths half the length of the res-
onator. The inclusion of tunable air columns improved the SBR however,
they concluded that its impact depends on the dimensions of other cell do-
mains. Later, they extended their study by optimizing the geometry of a
two-resonator PA cell used in aerosol detection applications with the aim of
improving the signal to background ratio. Their results showed the optimal
buffer volume length for the resonator was 0.7 times the resonator length.
Their study concluded that the general rule of setting the buffer length to
half the resonator length was not universal [146].

Haouair et al. [147] performed topology optimization of a closed cylindri-
cal resonator using the VT model to maximize the sound pressure at the loca-
tion of the microphone. The optimized resonator had a shape that resembled
a potato and had increased the photoacoustic signal by a factor of two. Topol-
ogy optimization of PA acoustic resonator has rarely been demonstrated due
to the difficulty of manufacturing resonators with unconventional geome-
tries. This is underlined by the fact that experimental confirmation of the
simulation results has yet to be performed.

Numerical optimization of open PA resonators, to the best of my knowl-
edge, has not been demonstrated using finite element modelling. In this
work, the optimization of an open T-shaped resonator for maximum signal
detection in the ultrasound range is demonstrated using finite element mod-
elling.

5.3 Optimization method

The procedure for optimizing the geometry of the open T-shaped resonator
designed for PA glucose measurements is described. The objective function
is to maximize the signal detected at the location of the microphone. The
resonator’s geometrical dimensions are selected as the optimization variables
and are related to the objective function using the VT-PML model. The VT-
PML model is selected for calculating the PA signal since it showed the best
accordance with the experimental measurements compared to the VT-BEM
and AME-PML approach.

Non-invasive PA glucose measurements utilize the resonance at around
50 kHz [110] which is formed by a superposition of two close lying reso-
nances between 48 kHz and 51 kHz. The PA signal is calculated using the
VT-PML approach in this range using the finest mesh (mesh details found in
Table 3.4).
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The dimensions of the cavity cylinder and the resonance cylinder are par-
ticularly determining for the resonance frequency. This is because the main
resonator modes reside in the cavity cylinder and PA detection occurs at the
end of the resonance cylinder. Therefore, their geometrical parameters are
selected as variables for the optimization.

A course parameter sweep of the cylinders is performed in two stages.
In the first stage, the resonance cylinder length and its position are changed,
in the second stage only the cavity cylinder length and radius are changed.
In both stages, all other resonator dimensions are left unchanged. This ap-
proach enables better insight on the effect of each variable to the detected PA
signal. The insight gathered during the paramtere sweep would hopefully
help reduce reduce the optimization search space. The resonator’s acoustic
modes which are utilized for the PA signal amplification are dependent on all
the geometric dimensions of the resonator, therefore this two-stage approach
investigates a limited range of possibilities.

5.3.1 Resonance cylinder sweep

A resonance cylinder sweep is performed by varying its length and position
of insertion along the cavity cylinder. The length is varied from 0 mm (with-
out resonance cylinder) to 17 mm in 1 mm intervals. The position of the
resonance cylinder along the cavity cylinder is described relative to the the
open end. The resonance cylinder is moved from the open end of the cavity
cylinder to the end where the absorption cylinder is connected in 1 mm in-
tervals, that is between 2mm and 14 mm. All possible combinations of the
resonance cylinder position and length are explored while keeping the other
resonator dimensions constant as shown in the Table 5.1.

The highest PA signal value of each parameter sweep combinations Ssweep,
is normalized with regard to the highest PA signal value of the reference res-
onator of the resonance at 50 kHz Sre f . The normalization is used to demon-
strate the quality of the solution for each parameter combination relative to
the reference resonator. The ratio is referred to as the quality ratio ζ in this
work and is defined as

ζ =
Ssweep

Sre f
. (5.1)

The results of the resonance cylinder sweep are presented in Figure 5.1.
The discussion is limited to six peaks whose quality ratio is more than 1.5.
The peaks are observed when the length of the resonance cylinder is 1 mm, 8
mm and 15 mm while its position along the cavity cylinder is at either 4 mm
or 5 mm and at 12 mm.
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Resonator parameters Reference cylinder
dimensions

Range of
sweep Increment step

Resonance cylinder
length 8.1146 0 - 17 1

Resonance cylinder
position 6.1067 2 - 14 1

Resonance cylinder
radius 1.0105 - -

Cavity cylinder
length 15.2713 - -

Cavity cylinder
radius 4. 00735 - -

Absorption cylinder
length 0.7681 - -

Absorption cylinder
radius 1.27055 - -

TABLE 5.1: The resonator dimensions in mm used in the reso-
nance cylinder sweep.

The resonance cylinder supports a longitudinal acoustic mode as depicted
in Figure 5.2. According to Miklós et al. [94] resonance occurs in an open–closed
cylinder when its length is equal to an odd integer multiple of the quarter
wavelength.

L =
(2m− 1)c

4 f
. (5.2)

Where m=1,2,3.... The terms c and f are the speed of sound and resonance
frequency respectively. L represents the length of the cylinder together with
the so-called end correction. Independently, the resonance cylinder can be
seen as an open-closed resonator. Assuming that the resonance frequency is
50 kHz, the speed of sound is 343 m/s2 and using Equation 5.2, its lengths
for m=1 to m=5 are 1.72 mm, 5.15 mm, 8.58 mm, 12.01 mm and 15.44 mm.
Thus it can be concluded that the peaks at 1 mm, 8 mm and 15 mm are due
to resonance effect. At the same resonance cylinder position, the quality ratio
is highest when the length is 8 mm compared to 1 mm and 15 mm, however
the difference is small.

The antinodes in the cavity cylinder are suspected to be located at either
4 mm or 5 mm and at 12 mm. When cavity cylinder position coincides with
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FIGURE 5.1: Above: Quality ratio of all the possible combina-
tions of the resonance cylinder parameter sweep. The high-
lighted peak is the region with the highest increment. Below:
Contour plot of the resonance cylinder parameter sweep. The

colour scale gives the values of the quality ratio.

their location, they are coupled into the resonance cylinder. At the same reso-
nance cylinder length, the quality ratio is higher when the resonance cylinder
is located at 12 mm than when located at either 4 mm or 5 mm. Therefore, it
can be concluded that the position of the resonance cylinder along the cavity
cylinder affects the strength of the signal more than the length of the reso-
nance cylinder. This is reflected in the pressure distribution plot in Figure
5.2. The pressure distribution inside the cavity cylinder changes by chang-
ing the position of the resonance cylinder and is fairly similar when only the
resonance cylinder length is changed.

The highest quality ratio value of 2.2 is observed when the resonance
cylinder is located 12 mm from and has a length of 8 mm (highlighted in
Figure 5.1). A finer parametric sweep of this search space is performed by
changing the resonance cylinder length between 7 mm to 9 mm with 0.1 mm
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FIGURE 5.2: The absolute pressure distribution plots of the six
peaks. The hemisphere with the PML representing the free
space domain is not shown. Top: resonance cylinder position
4 mm (left) and 5 mm (middle and right). Bottom: resonance
cylinder position 12 mm. The length of the resonance cylinder

is 1 mm, 8 mm and 15 mm respectively.

step size while the position is varied between 11 - 13 mm with 0.1 mm in-
tervals. Figure 5.3 shows the results from the finer parametric sweep. The
highest quality ratio value from the finer sweep increased from 2.2 to 2.5.

5.3.2 Cavity cylinder sweep

The cavity cylinder radius is swept between 2 mm and 5 mm in 0.5 mm step
size while the length was swept between 12 mm to 24 mm in 1 mm step
size. All possible combinations of the cavity cylinder radii and lengths are
explored with all the other resonator dimensions kept constant as shown in
Table 5.2.

The peak amplitude from all the combinations is normalized as described
for the resonance cylinder sweep. The results from the cavity cylinder pa-
rameter sweep are presented in Figure 5.4. The quality ratio is higher than
1 (indicating an increase in the PA signal relative to the reference resonator)
when the cavity cylinder radius ranges between 3.5 mm and 4.5 with a op-
timum radius of 4 mm. Cavity radii outside this range resulted in a lower
signal compared to the reference resonator.

When the cavity cylinder radii is 4 mm, increasing the length of the cylin-
der from 15 mm to 17 mm increased the quality ratio. The quality ratio de-
creases when the length is longer than 17 mm. The highest quality ratio of 2.2
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FIGURE 5.3: Above: Quality ratio of all possible combinations
for the finer resonance cylinder sweep. Below: contour plot of
the finer resonance cylinder sweep. The color scale gives the

values of the quality ratio.

is observed when the cavity cylinder length reaches 17 mm and the radius is
4 mm (highlighted in Figure 5.4).

From the two stages of the parameter sweep, the length of the cavity cylin-
der and the position of the resonance cylinder caused the most significant
signal improvement. In a final stage, a finer parameter sweep of these two
variables is performed. The cavity cylinder length is changed in the search
space where the highest quality ratio is obtained, that is between 16.6 mm
and 17.3 mm with 0.1 mm step size. The resonance cylinder position is swept
in the two locations where the cavity cylinder antinode are expected, that is
between 11.5 mm to 14 mm and 5.5 mm to 6.5 mm from the open end with
0.5 mm step size. The resonator dimensions for the sweep are illustrated in
Table 5.3.
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Resonator parameters Reference cylinder
dimensions

Range of
sweep Increment step

Resonance cylinder
length 8.1146 - -

Resonance cylinder
position 6.1067 - -

Resonance cylinder
radius 1.0105 - -

Cavity cylinder
length 15.2713 12 - 24 1

Cavity cyl.
radius 4. 00735 2 - 5 0.5

Absorption cylinder
length 0.7681 - -

Absorption cyl.
radius 1.27055 - -

TABLE 5.2: The resonator dimensions in mm used in the cavity
cylinder sweep.

The quality ratio from the combined parameter sweep of both the reso-
nance cylinder and the cavity cylinder are presented in Figure 5.5. The high-
est quality ratio of 3.5 is obtained when the resonance cylinder position is be-
tween 5.5 mm to 6.5 mm and the cavity cylinder is 17.1 mm long (highlighted
in Figure 5.5). A lower quality ratio of around 2 is obtain when the resonance
cylinder is located further away from the resonator opening (between 11.5
mm and 14 mm). The quality ratio is lower than the value obtain during the
resonance cylinder sweep. Changing the cavity cylinder length affects the
pressure distribution within the cavity cylinder which accounts for the de-
crease. This demonstrates the disadvantage of this two stage approach and
the importance of performing an optimization of all the geometric resonator
dimensions.

5.3.3 Optimization model

The optimization is carried out using COMSOL Multiphysics’s optimization
module on a 2 Intel Xeon CPUs with 14 cores each, running at 2.6 GHz with
384 GB of RAM. The module’s optimization algorithm is described as either
gradient based or gradient-free. Gradient based algorithms calculate first or-
der derivatives of the objective function with respect to the control variables.
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FIGURE 5.4: Top: Quality ratio of the different cavity cylinder
parameter sweep combinations. The highlighted peak is the
region with the highest increment. Below: contour plot of the
cavity cylinder sweep. The color scale gives the values of the

quality ratio

Generally, gradient based algorithms will lead to a local minimum, mean-
ing that the optimal solution for a problem may not be found. Gradient-free
algorithms do not require the objective function to be differentiable and are
suitable for problems where the objective function is discrete, discontinuous
or noisy [137]. The objective function is instead sampled at different positions
within the search space.

A derivative free approach is selected for the optimization since the ob-
jective function is noisy. Changing the resonator geometry during the op-
timization generates different mesh elements that superimpose varying dis-
cretization errors on the objective function. The Monte-Carlo algorithm is se-
lected for the optimization. The algorithm randomly samples points within
the control variable search space with uniform distribution to obtain the op-
timal solution [137]. The algorithm explores the entire search space and as
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Resonator parameters Reference cylinder
dimensions

Range of
sweep Increment step

Resonance cylinder
length 8.1146 - -

Resonance cylinder
position 6.1067 5.5 – 6.5

11.5 - 14 0.5

Resonance cylinder
radius 1.0105 - -

Cavity cylinder
length 15.2713 16.6 -17.3 0.1

Cavity cylinder
radius 4. 00735 - -

Absorption cylinder
length 0.7681 - -

Absorption cylinder
radius 1.27055 - -

TABLE 5.3: The resonator dimensions in mm used in the com-
bined parameter sweep of both the cavity and resonance cylin-

der.

a result does not get stuck at a local minimum. This is particularly advanta-
geous since the coarse parameter study indicate presence of numerous local
minima.

The optimization problem is selected to maximize the objective function
which in this case was pressure at the location of the microphone. The pres-
sure is calculated using the VT-PML model described in the previous chap-
ter between 48 kHz to 51 kHz since the resonance spans the entire frequency
range. The results from the parameter sweep indicate that changing the cav-
ity cylinder length together with the position and length of the resonance
cylinder had the greatest PA signal increase. Furthermore, the results from
the parameter sweep are used to reduce the optimization search space as
shown in the Table 5.4. Typically, the optimization model would be imposed
with constraints that limit the size of the radii of through which the laser
beam propagates such that resonator wall excitations are avoided. This is
not necessary in this work since the radii are already large enough to allow
the laser beam to freely propagate without hitting the interior walls of the
resonator.
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FIGURE 5.5: Top: quality ratio of the parameter sweep of the
resonance cylinder position with the cavity cylinder length.
The highlighted peak is the region with the highest increment.
Below: contour plot of the cavity cylinder sweep. The color

scale gives the values of the quality ratio

5.4 Optimization results

The results of the optimization showed the strength of the signal increased
by a factor of 7.23. The optimized resonator has a cavity cylinder length of
17.146 mm, a resonance cylinder length of 1.1195 mm and its position 6.7924
mm away from the open end. The peak resonance frequency is at 49.2 kHz.
Since the resonance results from the merging of two close resonances, com-
paring the quality factor is not possible due to difficulty in resolving the two
resonances. The pressure distribution plot of the optimized resonator at 49.2
kHz is shown in Figure 5.6. From the plot, the antinode of the generated pres-
sure wave is situated at the position of the microphone diaphragm which is
important for detecting a high signal.
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Resonator parameters Reference cylinder
dimensions

Range of
variables

Resonance cylinder
length 8.1146 1 - 8

Resonance cylinder
position 6.1067 6 - 8

Resonance cylinder
radius 1.0105 -

Cavity cylinder
length 15.2713 16.9 - 17.2

Cavity cylinder
radius 4. 00735 -

Absorption cylinder
length 0.7681 -

Absorption cylinder
radius 1.27055 -

TABLE 5.4: The resonator dimensions in mm used in the opti-
mization.

FIGURE 5.6: Left:the pressure distribution plot of the optimized
resonator. Red indicates antinodes of the pressure wave. Right:

Quality ratio of the optimized resonator.

The optimized resonator is manufactured by drilling the cylinders from
a block of stainless steel. The tolerance of the resonator production process
is 0.01 mm which hinders the development of a resonator with the exact di-
mensions as the ones obtained from the optimization. The dimensions of the
new resonator are rounded off to account for the production limits. A cross-
sectional view of the manufactured resonator and it’s geometric dimensions
are seen in Figure 5.7.
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FIGURE 5.7: Schematic of the cross-section of optimized res-
onator dimensions (white). The dashed lines represent cylin-

drical symmetry.

The optimization results are verified by experimentally measuring the
resonator frequency response using a DFB QCL as the optical excitation source
and the carbon black sample. Furthermore, PA simulations of the produced
resonator are performed using the three different approaches of simulating
the PA signal in open resonators.

5.4.1 Simulation of optimized resonator

The frequency response plots of the produced resonator using the VT-PML,
VT-BEM and AME-PML approaches is shown in Figure 5.8. The AME-PML
simulation is performed with frequency intervals of 10 Hz. The VT-PML
and VT-BEM simulations are performed at intervals of 300 Hz. All three ap-
proaches predict similar spectral features. The plots indicate that the res-
onance with a peak at 49 kHz has the highest amplitude with the other
resonances diminished in comparison, thus confirming the optimization of
the resonator. The peak resonance frequency of the optimized resonance is
shifted from 49.2 kHz to 49 kHz and the quality ratio has decreased from
7.23 to 4.587. This difference is expected since the resonator dimensions are
rounded off. Despite the decrease, the signal strength of the new resonator is
an improvement compared to the original resonator dimensions.

5.4.2 Measurement of optimized resonator

The results from the measurement of the open reference resonator using the
DFB QCL against the VT-PML simulation results are shown in Figure 5.8 for
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FIGURE 5.8: Frequency response plot of the optimized res-
onator dimensions using the three different simulation ap-

proaches

the resonance of interest. The signal to noise ratio of the measurement is
22.988. The measurements and the simulations had similar spectra features.

Figure 5.9 is the reference response plot of the produced resonator mea-
sured using the DFB QCL against the simulation results using the VT-PML
and VT-BEM approach. The measurement is normalized according to the av-
erage laser output power. The measurement and the simulations show fairly
good accordance. The strongest resonance in both the measurements and the
simulations spans a wide frequency range between 45 kHz to 51 kHz, how-
ever, the peak resonance frequency is shifted in the measurements from 49
kHz (simulation) to 48.3 kHz. This is mainly attributed to damping effects
that have been discussed in the previous section. The simulation resonances
with weak amplitudes are hard to discern in the measurement due to the
high base noise level. The measured amplitude of the optimized resonator
was found to be 2.34 times stronger than the amplitude of the reference res-
onator.
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FIGURE 5.9: Frequency response plot of the optimized res-
onator dimensions
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Chapter 6

Conclusion and outlook

This work is aimed at contributing to the development of a non-invasive pho-
toacoustic sensor for blood glucose measurements by tackling the problem
of the so far low detection sensitivity. The focus is to improve the qualitative
performance of the photoacoustic resonator employed during the measure-
ments by optimizing its geometry for maximum signal amplification using
finite element modelling. This is because resonance amplification is strongly
dependent on the shape and geometry of the resonator.

In the first step, finite element modelling of the photoacoustic signal from
a solid sample is demonstrated for the first time. The signal is modelled in-
side a macroscopic closed T-shaped resonator using the VT and AME models.
The ability of the AME model to accurately simulate the PA signal in the ul-
trasound region is demonstrated for the first time. This is significant since the
method is computationally less demanding compared to the VT model and
hence provides a faster alternative for PA simulation. The models provide a
good framework for modelling the photoacoustic signal inside complex res-
onators shapes where simple simulation models like the transmission line
model fails. The framework can be applied by engineers and scientists to
further optimize closed PA resonators and in the design of new resonators.

The established models are then extended to an open resonator configu-
ration using perfectly matched layers (PML) and boundary element method
(BEM). The performance of the VT-PML approach to simulate the PA signal
is demonstrated for the first time in the ultrasound range using solid sample.
Additionally, two new approaches are for the first time presented for simu-
lating the PA signal of open resonators using the AME-PML and VT-BEM.
Their performance is analyzed and validated in both the audio and ultra-
sound range. The AME-PML approach stands out due to its computational
speed however, it is susceptible to damping from the PML which lowers its
accuracy. Therefore, the AME-PML can provide quick and approximate sim-
ulation results. The VT-BEM approach is shown to be approximately 5 times
faster than the VT-PML approach while providing almost the same degree of
accuracy. The three approaches provide engineers tasked with designing and
optimizing open PA resonators different simulation options. Furthermore,
the methods can be modified for gaseous samples and applied to resonators
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of different geometry.

The procedure for the shape optimization of the T-shaped resonator is de-
scribed using the Monte-carlo method that employed VT-PML approach to
simulate the PA signal. To my knowledge, this is the first time the VT-PML
method has been used for optimization of open PA resonators. The simula-
tion results are confirmed experimentally and demonstrated that the signal
strength is increased by a factor of 2.34 compared to the reference resonator.
Given that with the reference cell glucose levels were detected in vivo to
around 50 mg/dl, the increased signal strength from the optimization will
further improve the sensitivity of the method to levels that are acceptable for
sensor development.

In the future, in vivo glucose measurements using a pulsed QCL and the
optimized resonator are recommended to determine the improvement in the
sensitivity of the method and the detection limits of the method. Since reso-
nances with narrow widths are more susceptible to temperature and humid-
ity changes, a temperature and humidity sensor can be implemented into
the resonator to track and calibrate for fluctuations that may occur during
measurements. This will further improve the stability of the method.

The experimental setup used in this work can be improved further. A
micro-controller can be integrated in the set up for processing and recording
the digital output from the MEMS microphone. The microphone is adapted
for such an application which would eliminate the need for using a low
pass filter circuit for signal demodulation and the bulky lock-in-amplifier. A
micro-controller would improve the sensitivity of the detection set up which
is significantly lowered by the digital to analogue signal conversion using the
low pass filter circuit. Furthermore, a micro-controller would enable minia-
turization of the overall set up.

The resonator can still be further optimized since not all the geometrical
parameters were investigated. The improvement of the signal strength is not
mutually independent of other resonator geometries. Therefore, there is an
opportunity for further resonator optimization. Complete investigations of
all the resonator geometrical combinations requires a lot of computational
power and with the increase in computational capabilities such an optimiza-
tion could be possible in the near future. In addition, the overall signal im-
provement is limited by the manufacturing tolerances due to the inability
to manufacture extremely precise resonators. However, with the increasing
development of 3D printing such precise manufacturing would be possible.
As such, a topology optimization investigation could be performed to search
for new non-intuitive design solutions that result in much higher signal im-
provement.

Further improvement in the sensitivity can be accomplished by develop-
ing a MEMS microphone that has a resonance coinciding with the resonance
of the resonator as demonstrated by Sim et al. [72].
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Appendix A

MEMS microphone PCB

The PCB is held on the resonator surface by screwing it at the holes X1. The
MEMS microphone is placed at K1 while the temperature and pressure sen-
sor located at K2. C1 and C2 represent the condenser for the microphone and
temperature and pressure sensor respectively.
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